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This paper presents a survey of previous research on modeling the data flow perspective of business 
processes. When it comes to modeling and analyzing business process models the current research 
focuses on control flow modeling (i.e. the activities of the process) and very little attention is paid to 
the data-flow perspective. But data is essential in a process.  In order to execute a workflow, the tasks 
need data. Without data or without data available on time, the control flow cannot be executed. For 
some time, various researchers tried to investigate the data flow perspective of process models or to 
combine the control and data flow in one model. This paper surveys those approaches. We conclude 
that there is no model showing a clear data flow perspective focusing on how data changes during a 
process execution. The literature offers some similar approaches ranging from data modeling using 
elements from relational database domain, going through process model verification and ending with 
elements related to Web Services.  
Keywords: Data Flow, Process, Workflow  
 

Introduction 
Nowadays, more and more information 

systems are process-centric. That is, the trend is 
to create and configure information systems 
focused on processes. But it wasn’t like this all 
the time. The 1970s and 1980s were flooded by 
data-driven approaches [1]. This led to the 
development of data-centric information systems. 
Then the trend shifted and the era of user 
interface centric applications began. Process 
driven approaches appeared at the beginning of 
1990s. Since then, the focus was on analyzing the 
control flow view of the process, to evaluate the 
order of tasks during a workflow execution, or to 
model and extract models from system logs. This 
type of analysis did not involve data or if it did, 
data was only reminded as being part of the 
control flow without being analyzed in detail. 
Considering this, we argue that data flow 
perspective is outside the aim of most 
workflow/process researchers and that they focus 
on analyzing the control-flow perspective [2], 
[3], [4], [5], [6], [7], [8]. Existing data mining 
techniques are too data-centric [4], while the 
research made in the process mining field 
emphasizes the control-flow perspective. This 
paper tries to argue that a new approach that 
balances between those extremes is needed. This 

is because running a process (i.e. executing the 
control flow) requires tasks to be enabled or 
disabled and this is done at the data level. If data 
is missing or is not available when is needed, the 
entire execution of the workflow ends. Some data 
is available at the beginning of the workflow, but 
there is also data which is generated during the 
execution of the workflow, after a specific task is 
executed. Therefore, we are dealing with input 
and output data elements. Each activity is 
characterized by a set of input data elements, 
respectively a set of output data elements.  
Real data from enterprises is represented in an 
abstract way and stored in databases (see Figure 
1). Entity Relationship Diagram (ERD) offers an 
abstract view of data in order to depict a 
database. An ERD is created based on data and 
uses abstract concepts. On the other hand, the 
analysis of system log data using process mining 
techniques and methods enables a process model 
to be automatically extracted. Based on the 
process model, modeling experts may improve 
the model with the data flow perspective.  
Important sources of knowledge for an expert are 
the ERD concepts and elements from the 
software design documentation.  Once the data 
flow is modeled, this needs to be verified if it is 
conformant with the analyzed data.
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Fig. 1. Improving a process model with the Data flow perspective 

 
2 Related Work  
The literature offers different ways to model the 
dataflow perspective of a process, but: a) none of 
them provides a step by step view over the data 
transformation during the workflow execution or 
b) not all approaches refer on discovering data 
model from event logs. This section reviews all 
previous research that approached the problem of 
modeling data flows and, more specifically, the 
process data perspective. 
The most research done in business process 
modeling area focused on the control flow 
perspective. It analyses the sequence of the tasks: 
which task must be executed and when. A task 
represents an abstract logical unit of work which 
may be executed for many cases, for example 
“send invoice” [9]. Tasks are executed by 
resources with certain roles and organized in 
groups. The resources are actors able to execute 
activities and they can be human beings or not. 
The case dimension is formed by the process 
instances (a series of tasks). The work item 

resulted from control-flow dimension and the 
case dimension represents a concrete piece of 
work which may be executed for a certain case. If 
at these two we add resources we get a complete 
piece of work being executed, the execution of a 
task for a specific case. Work items and activities 
are task instances.  
Figure 2 shows the interest shown on data 
analysis during time. Data analysis started with 
the study of Data Structured Diagrams in 1969. 
Not long after this, the concept of Entity 
Relationship Diagram (ERD) was defined. Then 
the process-aware systems made their presence 
felt, new approaches focused on data have been 
developed. In order to analyze the data-flow of a 
process, researchers tried to provide a standalone 
data-flow view or they combined the control-
flow with data-flow. In this context, data 
validation methods [10] are provided and some 
data-flow errors [11] that can occur in the data-
flow are identified. 

 

 
Fig. 2. Data analysis evolution 
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2.1 Data Modeling 
Data modeling refers to analyze data-oriented 
structures. First of all, in relational databases 
area, the model widely known and used for 
depicting the data elements and their interaction 
is the Entity Relationship (ER) diagram [12], 
[13]. Such a model shows entities, their attributes 
and the relationships between entities. The ER 
diagrams are the standard in modeling relational 
databases. We assume that the enterprise 
software uses data stored in relational databases. 
But, it is obvious that creating an ER diagram 
from a multiple-trace log and using it in 
connection to process models is unfeasible. 
An UML state diagram is depicted as a directed 
graph where the nodes represent the states and 
the hyperarcs represent the state transitions. In 
this sense, UML integrated the UML state 
machine defined by Harel [14]. With respect to 
object-oriented design, a data element can be 
seen as an object. Therefore it can be assumed 
that it has some states (a UML State Diagram 
[15] can be used to model the life-cycle of the 
data element), properties and relationships with 
other objects (an UML Class/Object Diagram 
may be used). Again, using those diagrams in the 
workflow context is unfeasible. 

 
2.2 Data Usage Analysis 
Another technique is based on data usage 
analysis. The Data Flow Diagram (DFD) is a 
popular model since it was first proposed, in the 
70s. There are many objections to using it in the 
workflow context. A similar approach, based on 
DFD is presented in [16].  The authors propose a 
solution for Data Centric Workflow (modified 
DFD) based on the existing standards of Web 
Service Resource Framework (WS-RF) 
specification. The aim is to identify the initial and 
final data, but also intermediate data from a 
process (data flow modeling) using web services 
and metadata. First step is to identify data 
definitions with respect to the application. Web 
Services offer a clear separation of input and 
output data.  

WS-RF contains four specifications: WS-
Resource Properties, WS-Resource Lifetime, 
WS-Service Group and WS-Base Faults [16]. 
WS-Resource Properties refers to how WS-
Resources are depicted by XML documents. WS-
Resource Lifetime defines methods for destroy 
WS-Resources. WS-Service Group depicts the 
way how collections of Web Services can be 
represented and managed. WS-Base Faults 
defines a standard exception reporting format. 
Every Web Service having its own data model 
can be seen as a workflow: the XML schema 
includes the information needed to extract the 
workflow. The resources are shared between web 
services. Basically, the data model was 
encapsulated as a WS-Resource. The Data-
Centric workflow model focuses on data types 
and data flow without emphasize the 
characteristics of each service separately. The 
drawback of this approach is that it does not 
provide a visualization of the resulted model. 
 
2.3 Product-Based Workflow Design 
Product-based workflow design offers a new 
view in the context of modeling data. Van der 
Aalst [1] showed that the Bill-of-Material [17] 
can be used to generate a workflow process 
definition. The concept of Bill-of-Material 
depicts how a product is manufactured, the raw 
materials needed for getting the end product and 
it has a tree-like structure. In [17] the definition 
of Bill-Of-Material has been extended with 
options and choices. Therefore, the Bill-of-
Material of an insurance policy has been 
depicted. The elements of the insurance policy as 
Bill-of-Material (see Figure 2) are: customer 
data, insurance data, insurance policy, medical 
report, historical data, personal data, standard 
rates, custom rates and risk data. The end product 
(insurance policy) is represented as the root 
element of the tree and the other elements are 
represented as leafs. This approach offers the 
data-centric view of the process while the Petri 
net description provides the control-flow view of 
the process. 
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Fig. 3. The bill-of-materials of an insurance policy [1] 

 
The idea of this approach is to model some 
information product (e.g. a decision to grant a 
mortgage or not) as a physical product composed 
of different parts (e.g. a car composed of chassis, 
wheels and seats) [1], [18]. In a Product Data 
Model (PDM), the parts of the final product, 
which is the root of the model, are the various 
data items that are used in order to arrive to it. 
Such a model has its own syntax and semantics. 
This approach wasn’t integrated with the 
activities of the process and there are no efforts 
towards mining it from logs (it was assumed it 
can be created by experts). 

 
Fig. 4. Product Data Model Structure 

 
The data-centric approach using the concept of 
Bill-of-Material has been developed in [18] by 
introducing the Product Data Model (PDM, see 
Figure 4) concept which put the basis of the 
Product-Based Workflow Design (PDWD [19]) 
methodology.  
 
2.4 Data Verification 
A lot of research has been done in control-flow 
verification area and less attention has been given 
to the data-flow analysis. Thus there are several 
detection methods and techniques designed to 
discover control-flow errors in workflow designs 
[3],[20], [21] and implemented in tools (Woflan 
[22],[23],[24]), while the data-flow verification 
assumes a detailed analysis of data dependencies 

[25].   
Control flow verification refers to deadlocks, 
livelocks, soundness, interminable looping, and 
synchronization. A workflow process is sound if 
it fulfills the following conditions: option to 
complete, proper completion and no dead tasks 
[26]. The literature shows a clear separation 
between control and data flow analysis. Modeling 
data dependencies in an inappropriate way may 
cause errors in the control flow.  [27] proposes a 
data-centric approach in order to find deadlocks 
from a business process. They consider the 
business process being modeled as a Petri Net. 
The reachability graph of the Petri Net helps to 
detect the deadlocks in the control flow. One of 
the causes of deadlocks is using inappropriate 
guards. Adding a guard or replacing a guard by a 
more restrictive one may remove deadlocks. But 
this approach does not offer a proper model of 
data involved in a workflow execution; it only 
provides another method to verify deadlocks 
from a workflow using the data from the 
workflow.  
The data-flow perspective was almost never 
considered in the research done in this dimension 
of process analysis.  In [10] there were identified 
a series of potential data validation problems that 
can occur in data-flow view of a process: 
redundant data, lost data, missing data, 
mismatched data, inconsistent data, misdirected 
data and insufficient data. Moreover three data 
flow implementation models were defined: 
explicit data flow, implicit data flow through 
control flow and implicit data flow through 
process data store. In the first model, the data 
flow transitions are defined as part of the 
workflow model. Basically the data flow 
transitions model the data changes from one 
activity to another. The second model calls the 
control flow to cross data from one activity to 
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another. In the last model all the inputs and 
outputs of the activities are recorded in the 
process data store.  

 
2.5 Control Flow Combined With Data Flow 
Another idea was to integrate data-flow into 
process models. The idea behind this approach is 
to define an extension for a workflow model so 
that data-flow can be shown at the same time 
with the activities control-flow. A formal 
fundament was proposed first in connection with 
embedded-systems [28] and then applied to 
workflows in [29]. The proposal is based on Petri 
Net formalism but instead of just two elements, 
uses a structure with three building blocks: 
storage, reactive and transformational units. The 
authors propose an extended version of Dual 
Workflow Nets (combination of control flow, 
data flow and interactions between control flow 
and data flow). The upside of this approach is 
that it is a sound formal workflow modeling 
technique that models control and data (and the 
interaction of the two), and there is also some 
ground work on model verification. The 
downside is that the model is complex even for 
small running-examples and that understanding it 
requires very specialized knowledge (it is hard to 
follow and understand by persons familiar with 
the Petri-Net notation and extremely difficult to 
understand by business persons). Also, compared 
to our proposal, there is no indication about how 
this model can be created (it is assumed that it 
exists or can be, somehow, designed by analysts).  
Less formal approaches, that aim to integrate 
control-flow with data, use extended Petri Nets 
[25], UML Activity Diagram [11] or a dedicated 
data model [10]. In first two papers, the data view 
is simply an annotation of each activity in the 
control-flow model with the data that is read, 
written or deleted by that particular activity. The 
data dependencies are not modeled at semantic or 
syntactic level.  
[30] proposes an approach called Data-Flow 
Skeleton Filled with Activities (DFSFA). 
Basically, the workflow process is derived from 
the data-flow skeleton and then is filled with 
activities. First, a data-flow dependency tree is 
generated based on the data dependency. Next 
step is to generate the data-flow skeleton and 
then fills it with activities. The main difference is 
that we take into consideration event logs 
generated by a decision-aware information 
system and automatically produce the data 
dependency by classifying the data elements into 
input and/or output data items, while in [30] and 

in [31], the data dependency is pulled out by 
analyzing the semantics. In other words, the input 
and output data are known for the process 
designer from the beginning. [30] also propose 
logical operators (rules) between data: and-rule, 
or-rule, and combined law, or combined law.  
“And combined law” refers to: P = (P0 ∧ P1) ∨ 
(P0 ∧ P2) ⇒ P = P0 ∨ (P1 ∧ P2), meanwhile „or 
combined law” refers to P = (P0 ∨ P1) ∧ (P0 ∨ 
P2) ⇒ P = P0 ∧ (P1 ∨ P2).  
A similar approach to [30] was adopted using 
metagraphs and document-driven workflows 
[32], [33], [34]: the control-flow is derived from 
the dataflow. Basically using the document-
driven approach, the execution of the workflow is 
ordered by input documents.  
Metagraphs represent extensions of directed 
graphs and hypergraphs. Initially they were used 
to model the interaction between Decision 
Support Systems’ (DSSs) elements: stored data, 
decision models and expert knowledge. A 
metagraph has three types of elements [34]: 
atomic data items (for example the loan amount 
or the monthly debt), invertices and outvertices 
of edges (documents – set of information 
elements, e.g. loan application) and tasks 
(workflow tasks, e.g. contracting a loan). We 
observe that such graphs use elements from 
document-driven workflows approach.  
The processes can be modeled as conditional 
metagraphs, while workflows (because they are 
instantiation of a process for a set of specific 
data) can be represented as (unconditional) 
metagraphs. Every workflow can be modeled in 
different ways using several modeling tools. 
Usually the workflow perspectives were 
approached individually. Metagraphs want to 
integrate the three dimensions of workflows in a 
single model.  
In Fig. 5 an investment process is represented as 
a conditional metagraph. There are 2 tasks 
(represented by edges) characterizing the 
workflow from e1,e2. Each task is executes by a 
specific resource. The informational data and 
some assumptions are represented as ellipsoidal 
shapes. There are four information elements: INV 
(identifier of the production facility proposed for 
investment), CAP (capacity of the proposed 
production facility), UTIL (utilization rate of the 
proposed production facility), REV (revenues 
resulting from the proposed production facility) 
and EXP (expenses resulting from the proposed 
production facility). Task e1 is performed by 
operations analyst and contains information about 
the proposed production facility, while task e2 is 
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performed by financial analyst team. The 
operation analyst examines the information 
stored in e1 in order to determine the resulting 
production or service delivery capacity. On the 
other hand, the financial analysts determine the 
revenues and the expenses given the capacity and 
utilization of the proposed production facility.   

 
Fig. 5. Metagraph example [34] 

 

The invertex of task e1 is {INV} and the 
outvertex of e1 is {CAP}. They can be associated 
with input and output data elements of a task. 
The simplest form of connectivity is represented 
by a path, e.g. the simple path connecting INV to 
REV is <e1,e2>. If the activities are not in 
sequence we speak about metapayhs. [34] also 
treat metagraphs types: conditional metagraph, 
dual metagraph or pseudodual metagraph. Dual 
metagraph is similar to Data Flow Diagram.  
The organization of metagraph elements can be 
associated to Database Management System 
(DBMS). A metagraph dictionary contains the 
depiction of the information elements and its aim 
is to determine the documents which are 
invertices, respectively outvertices for each task 
(edge).

 

 
Fig. 6. Loan process represented as a metagraph [34] 

 
Metagraphs are also used to model the 
information from DSSs: stored data, decision 
models and expert knowledge [34]. Concerning 
the stored data, the elements are represented by 
data attributes, the edges – data relations and the 
invertices, respectively outvertices – key and 
content attributes of the relations. The second 
type of information modeled refers to decision 
models. In this case, the elements represent the 
variables, the edges are the models and the 
invertices, respectively outvertices refer to input, 
respectively output variables. Finally, with 
respect to expert knowledge, the propositions 
refer to elements, the rules are the edges and the 
invertices, respectively outvertices represent the 

antecedents and consequents of the rules. Thus, 
metagraphs are used in order to integrate the 
different types of information from DSSs. 
The visualization provided using metagraphs 
combines data elements and the tasks of 
workflows. Therefore it does not present a pure 
data-centric approach, but the real shortcoming 
appears when we are dealing with complex 
metagraph: they are difficult to be read, 
respectively to be analyzed (see Figure 6). 

 
2.6 UML Activity Diagrams 
In order to model a workflow using UML 
Activity diagrams, the model resulted must have 
a start task, respectively an end one. During the 
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workflow life cycle, a series of tasks and 
conditions are executed.  Moreover, a bold black 
line refers to AND-Split, respectively AND-Join 
operators. On the other hand, the conditions are 
represented by diamonds; here we speak about 
XOR-Split, respectively XOR-Join operators.  
But workflows represented as UML Activity 
show only the control-flow perspective of the 
modeled process. UML Activity diagrams don’t 
model complex (OR) splits and joins. A more 
complete approach is provided in [29], where a 
data-flow matrix and various relations between 
data and activities are defined. Still, there is no 
data model provided. In all the approaches a-
priori constructed models are assumed. In none 
of the papers in this category there are no 
validations against real company data. 

 
2.7 Low-Event Logs 
Mining low-level logs to create workflow 
models approach aims to use low-level data in 
order to extract some workflow model. However, 
existing research [36] aimed to cluster traces so 
that process mining algorithms can produce 
better results. This goal led to an algorithm that 
relies mostly on the notion of log proximity. ERP 
systems generates low-level events. These events 
are different from the event generated by 
workflow systems because they are focusing on 
data. The mining of activities may provide the 
link between low-level event and high-level 
events. Thus, activity mining helps to discover 
the tacit processes existing on ERP systems. The 
methodology proposed in [36] emphasis the need 
of a process instance ID for each event. It does 
not only apply on event logs generated by ERP 
systems, but also on other systems which are not 
process-aware.  
Clustering methods and techniques are use 
especially in data mining field and because we 
are looking for a data perspective of the process / 
workflow, these can be successfully applied. The 
aim is to find recurring patterns in the event log. 
In a similar way, data patterns can be sought in 
the event log and then aggregated. 

 
2.8 Data-Flow Verification 
Data-flow verification approach tries to improve 
process model verification by integrating checks 
on control and data flows. This is the actual goal 
of the [10], [11], [25] papers. In those papers, the 
authors define some errors like missing data, 
inconsistent data, redundant or conflicting data, 
and then check the control-flow activities that use 
this data. In [25] is argued that the control flow 

perspective has gained a lot of attention during 
time, whilst the data flow perspective was almost 
neglected. That is the reason why, the authors 
introduced the term of Workflow Data (WFD) 
nets. Basically a WFD is a formal business 
workflow with data which can be read, written or 
destroyed. There are some steps to convert a 
workflow net to a workflow net with data. First, 
the guards must be transformed into places (one 
for each value of guard), then in order to capture 
the parallel execution, the transitions have to be 
split (into start, respectively into end) and finally 
encode the assumption that writing to a data 
element can change its depending guards in any 
way.   
A series of anti-patters concerning data flow are 
introduced in [25]: missing data, strongly 
redundant data, weakly redundant data, strongly 
lost data, weakly lost data, inconsistent data, 
never destroyed data, twice destroyed and not 
deleted on time.  
Some of these are also reminded as data flow 
errors in [31]: missing data error, inconsistent 
data error and redundant data error. Actually 
dataflow anti-patterns represent dataflow errors 
which may slow, or worse, stop the execution of 
a case belonging to a workflow. Missing data 
anti-pattern refers to the data availability when a 
task is ready to be executed. There are situations 
when not all the data is available when is needed 
in order to execute an activity, for example a 
client of a certain hotel wants to do the check-out 
activity, but in the system is missing the number 
of nights he spent in the hotel. Thus, the check-
out activity cannot be finalized until the number 
of nights is filled. Redundant data is classified by 
in [25] two categories: strong redundant data and 
weakly redundant data. [31] does not split this 
into two different approaches, associating the 
redundant data term with strong redundant data. 
If a task creates a data which is never read or it is 
destroyed before being read during the workflow 
execution it is considered strongly redundant. On 
the other hand, a data is weakly redundant if it is 
written and never read after. Inconsistency refers 
to the parallel execution of two or more tasks 
which are using (writing or destroying) the same 
data.  
[31] proposes an algorithm to discover the 
dataflow errors mentioned above. In order to find 
data flow errors, the GTforDF (Graph Traversal 
for DataFlow) algorithm provide an approach 
that traverses the workflow to be analyzed in 
order to find all case instances. For every task of 
a case are defined the input and output sets. In 
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order to find dataflow errors an assumption is 
made: the concerned workflow must accomplish 
the control-flow verification methods [26]. A test 
is made to verify if each output data element is 
produced during the analyzed workflow case 
execution. If exist elements which were not 
produced during the analyzed workflow case 
execution, the workflow case execution ends. 
Then the AND-Joins and XOR-Joins operators 
are analyzed. Analyze of AND-Joins help to find 
inconsistent data and lost data, while XOR-joins 
support finding redundant data. In workflows 
containing no loops, the redundant data are 
identified at the end of the execution. Missing 
data is checked after execution of each task of the 
workflow instance. 
 
2.9 Other Workflow Research Areas That 
Deal With Data 
In most workflow modeling and simulation tools 
(e.g. YAWL, Protos, BPM|one, Staffware, IBM 
WebSphere, etc.) data needs to be defined for 
each activity. Typically, this is done by a matrix 
that shows the activities, the data elements and 
the operations on the data elements that are 
performed for each activity (i.e. read, write, 
update or delete). Clearly, this representation 
shows no overview to an expert and is not 
executable.  

 
2.10 Artifact-Centric Process Modeling 
This alternative approach tackles the problem 
where multiple cases of the same process overlap 
and synchronize. For example, in reality there are 
many situations where multiple orders are 
dispatched using just one invoice. Classic process 
mining approach assumes that each case is 
isolated. Artifact-centric modeling relies on the 
use of Proclets [36]. Even if Proclets solve the 
many to many modeling problem, this approach 
is tailored for dealing with activities and not with 
data. 
[37] depicts a methodology (BALSA – Business 
Artifacts with Lifecycle, Service and 
Associations) based on data, rather than control 
flow for business process and workflows that 
focuses on artifacts, highlighting the relevant 
data, the lifecycle and the associations. The 
format of artifacts is depicted using the Entity 
Relationship data model. An artifact-centric 
workflow model has the following elements: 
business artifact information model, business 
artifact macro-level lifecycle, services (tasks), 
and the association of services to business 
artifacts. 

The result is an artifact-centric workflow model 
that merges the lifecycles of key business entities 
and the information model. It can be used for 
business process design, but it does not have a 
graphical visualization, being more declarative. 
The methodology has three levels: Business 
Operation Model (BOM), the conceptual 
workflow and the operational workflow. An 
artifact can be monitored during the workflow 
execution and it uses attributes to store data 
needed for the workflow execution. The first step 
is to identify the business artifacts (business 
entities involved in the workflow). Next, the data 
involved in each artifact is needed to be 
identified. The link between artifacts and services 
need to be identified as well. These will be 
depicted in a declarative way. Here we speak 
about the business operations modeling. Last step 
is to provide a procedural specification of the 
declarative model – conceptual workflow design. 
This can be mapped into a physical 
implementation.  
The artifact data refers to data produced or 
received during the business process execution. 
The dataflow can be found out before knowing 
the control-flow. In [31] is proposed an approach 
for deriving activity relations from a data-flow 
model. In [31] are defined the basic dataflow 
concepts like: data dependency, conditional 
routing constraint, activity dependency. These 
notions are valid in the context of our research; 
therefore we will take a closer look at them. 
Data Dependency: Activity vi depends on a set of 
input data Ivi to produce a set of output data Ovi, 
which is referred to as the data dependency for vi 
and is denoted as λvi(Ivi,Ovi). 
The data dependency is classified in three 
categories: mandatory (λm

vi(I
m

vi,Ovi) ), conditional 
(λc

vi(I
c
vi,Ovi) ) and execution (λe

vi(I
e
vi,Ovi) ) data 

dependency. 
Conditional Routing Constraint: A conditional 
routing constraint c specifies that when a 
condition clause f(D) is evaluated to be true, a set 
of activities V will be executed, denoted as 
c=f(D):Execute(V), where D is a set of data items 
and f(D) is a logic expression on D. 
Activity Dependency: Given two business 
activities vi and vj, vi is dependent on vj, denoted 
as vj⇒vi, if there exists a data item d such that 
d∈Ovj, d∈Ivi, and d∉E, where Ovj is the output 
data set of vj, Ivi is the input data set of vi and Ivi= 
Im

vi∪Ic
vi∪Ie

vi, and E is the set of data provided by 
some external resources at various steps in the 
workflow. Activity dependency follows the 
transitive law, i.e., if vx⇒vi and vj⇒vx, then vj⇒vi. 
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If there is no activity dependency between two 
activities vi and vj, we denote the non-dependency 
between the two activities as vi∞vj. Further, if 
d∈Im

vi and d∈Ovj, vi has a mandatory dependency 
on vj, denoted as vj⇒mvi. If d ∈Ic

vi and d ∈Ovj, vi 
has a conditional dependency on vj, denoted as vj 
⇒cvi. If d ∈Ie

vi and d ∈Ovj, vi has an execution 
dependency on vj, denoted as vj ⇒evi. 

 
3 Proposal 
The literature does not provide a concrete 
solution in order to create a data model linked to 
a certain process. Our aim is to offer a data-flow 
model of a (business) process, taking into 
account the data changes during the process 
execution. The main assumption in process 
mining is that there are differences between the 
desired model (the one created by managers) and 
the actual process performed by employees. The 
field is now mature and mining a process model 
is possible using several existing techniques and 
software. However, everything is based on an 
activity log. But sometimes the right format is 
unavailable [38]. What is always available is data 
stored in the relational database of enterprise 
software. We aim to build a model that is either 
stand-alone and shows a data-centric process 
model or is a complement to the process model 

and shows its data perspective upgraded with 
executable semantics.  
The control flow perspective of the process of 
getting the approval to go in an international or 
national mobility is represented in Fig. 7. This 
means that the order of activities is analyzed, but 
it does not provide a clear transformation of data 
form one activity to another or from first activity 
of the model until the last activity is executed.   
Here, the aim is to find a complementary model 
to the control-flow view of this specific process. 
The challenge is to depict in a graphical way the 
existing data from an event log and the 
dependencies between them.  
First of all, the document must be filled with 
information about the date of departure, the date 
of arrival, the amount for the international or 
national mobility, the holder sign and the city for 
the international or national mobility (Prepare 
document and Generate initial document 
activities). Next, the holder needs a series of 
signatures: from Project Manager of the project 
that will support the financing, from the Head of 
Department where the holder belongs and the 
Dean of the faculty where the holder belongs 
(activities Sign Project Manager, Sign Head of 
Department, Sign Dean).  

 

 
Fig. 7. Control-flow perspective of the process 

 

Once the holder gets all the signatures (Signed 
Doc activity), the document must be transferred 
to Grants Department. Primarily, a first check 
(Check1 activity) occurs in order to find out if the 
mobility was budgeted in the Research Plan of 
the project. If the answer is a positive one, the 
Grants Department approves the mobility (Sign 
Grants task), a second version of the document is 
issued (Dec_version2 activity) and a second 

verification (Check2 activity) takes place to see if 
there are sufficient funds. This activity is 
performed by qualified employees from 
Accounting-Grants Department. In case the 
activity was not budgeted in the research plan, a 
change request of the Research Plan must be 
submitted to Grants Department (Request 
modified plan activity) in order to be approved. 
On the one hand, if the modification request is 
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approved, the document is sent to Accounting-
Grants Department for signature (Sign Acc-
Grants activity). Otherwise, the activity of 
mobility is rejected.  Further, if Accounting-
Grants department considers that there are not 
sufficient funds for the mobility, a request of 
specifications change must be filled (Req modif 
spec activity). If the request is denied, the 
mobility request is rejected. On the other hand, if 
the request of specifications change receives a 
positive reply, the Accounting-Grants 
Department signs the mobility document (Sign 
Acc-Grants activity). This version of the 
document is sent to the Center for International 
Cooperation where is printed (print CCI activity). 
In order to represent the data perspective of the 
workflow we propose an extended version of 
Product Data Model. A PDM can be manually 
generated based on interviews, questionnaires or 
by using ‘report while doing’ approaches, but we 
offer an automatically methodology for 
discovering PDMs from event logs.  
The workflow of a process contains a series of 
tasks. Based on the workflow settings and on the 
condition assigned to each task, a certain task 
may be activated or not during the workflow 
execution. In order to create the data model of the 
process, usually, each event from the event log 
corresponds to an operation from the PDM. The 
data elements produced, respectively consumed 
after the execution of a task are the data model 
elements.  
For a better understanding, we will consider the 
event logs generated after two executions of the 
workflow. These are depicted below. All 
workflow executions contain the document 
signed (produced by Signed Doc task) because 
before the concerned task there are not XOR 
Split, OR Split or AND Split tasks. Thus, the 
frequency of the operation having Initial Doc 
element as data output increases in the 
aggregated Product Data Model (see Figure 7, 
e.g. the initial document element has frequency 
two because it appears in the both cases of the 
event log). 
In order to activate the execution of Sign Grants 
task there are two possible ways to do this, 
depending on Check1 task result. Thus, there are 
different data elements used (produced or 
consumed) in order to execute a certain task. For 
example, for the first case, we assume that the 
mobility was budgeted in the Research Plan 
(prev_act data element from Check1 task is true). 
Thus, the document immediately receives the 

Grants Department signature. The second version 
of the document (Doc_version2) is obtained 
based on the Signed Doc and Grants sign data 
elements. 
For the second case, we assume that the mobility 
was not budgeted in the Research Plan, therefore, 
a change request plan (Request modif Plan task) 
must be approved (modif_plan_approve data 
element from Reply modif plan req task) before 
authorized staff from Grants Department signs 
the mobility document. Thus, the second version 
of the document (Doc_version2) is obtained 
based on the Signed Doc, Grants sign and Modif 
Plan Doc data elements. 
In this case, the frequency of the operations 
having Doc V2 element as data output remains 1 
for each operation in the aggregated Product Data 
Model (see Figure 7, the operations which 
generate Doc V2 data element, each have 
frequency 1 because one of them is executed for 
the first case and the other one for the second 
case). The aggregated PDM represents the data 
model resulted from the entire event log 
generated after the workflow execution. 
 
In both cases considered, after the second version 
of the document is produced (Doc V2), the 
Accounting Grants approves the mobility and the 
final document (Doc V3) is printed at CCI. 
As we mentioned before, there are activities 
which are composed of different inputs; while the 
output element is the same (e.g. getting the 
second version of the document after the 
authorized employees verified if the activity was 
budgeted in the Research Plan). As depicted 
above, the control-flow perspective depicts two 
ways of executing this activity: if the activity was 
budgeted in the Research Plan, the authorized 
person signs the document; otherwise a request of 
changing the Research Plan must be submitted to 
the Grants Department. If the request is 
approved, Grants Department signs the 
document. Therefore, on the one hand the initial 
document signed by the authorized persons from 
holder’s faculty and by the authorized employee 
from Grants Department lead to the second 
version of the document. On the other hand, the 
second version of the document is obtained 
having elements from the first case and adding 
the request of modifying Research Plan approved 
by Grants Department. The aggregation is 
understandable: there are two operations whose 
result is the same, the second version of the 
document (see Figure 7). 
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Fig. 8. Data Flow perspective of the process 

 
The depiction of the workflow shows that the 
second version of the document can be produced 
in two ways: a) based on the signed document 
and Grants signature and b) based on the signed 
document, Grants signature and the changed 
Research Plan. In order to be approved, the last 
document needs a request of changing the 
Research Plan and its approval. 
 
4 Conclusions 
The paper reviews the approaches aimed at 
creating and exploiting a data flow view of a 
process. Some researchers tried to give either a 
“pure” data flow of the process or a combined 
data flow, mixing the data with the activities. But 
none of them offered a clear and understandable 
methodology or model of the process data 
perspective, focused on the data changes during 
the process execution. The closest to this goal are 
the approaches which look for data errors or data 

anti-patterns that can be encountered in a 
workflow.  
Given the literature review in the paper we can 
conclude that not all the research done in order to 
model the data of a process use event logs as a 
starting point. Instead, many approaches assume 
that such a model is available or can be 
constructed manually by an expert. 
The methodologies proposed so far don’t use the 
event logs as source for mining the data model 
perspective. ERDs and DFD offer an abstract 
depiction of data stored in a database.  The Data 
Centric Workflow combines DFD with Web 
Services and metadata, but it doesn’t offer a 
visualization of the model. Metagraphs combines 
data flow, control flow and resource allocation, 
but don’t provide an understandable model for 
complex processes. It was assumed that the PDM 
is created by experts and there is no 
automatically method in order to get it. Thus, the 



128    Informatica Economică vol. 16, no. 4/2012 

literature doesn’t give a methodology to 
automatically create the data perspective of a 
workflow.  
Our approach discovers DDM(s) from event logs. 
It is based on several algorithms which offer a 
different data visualization of the workflow. This 
issue will be dealt with in future papers. We 
propose a different model in order to present the 
data perspective of a business process which 
should be intuitive, clear and more 
understandable than the other approaches 
presented before. The new data model 
visualization is based on the data consumed, 
respectively produced by each task (activity). The 
execution of a task is linked to an operation from 
the dataflow model. The data consumed by a 
task’s execution is the set of data inputs of the 
operation, while the data resulted after the task’s 
execution are the output data elements of the 
operation. In this way, the model depicts the data 
changes from one task to another. It also shows 
which operation must be executed in order to 
arrive to a certain data element (which data 
elements are needed to execute a specific 
operation). More details on the syntax, on the 
semantics of the model as well as its validation 
will be available in future papers. The main point 
of this paper was to show there isn’t such a 
model available. Therefore, our approach is new 
and innovative. 
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