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We report a survey on the actual state of the art about semantic web and its applications. Se-

mantic Web plays a major role in integrating data, especially open data, publicly available on 

the Internet. We reviewed scientifically research papers, study cases, web sites and specialty 

books in order to discuss the main applicative areas, especially in the field of governmental 

use, the main technologies and the architectures involved. Both quantitative and qualitative 

analyses were carried out on the data, which related to 1460 ontologies belonging to Linked 

Open Data Cloud. The second analysis was on the content of scientific articles belonging to 

Clarivate Analytics, Scopus and Google Scholar databases. We identified and analyzed 84941 

articles written on the subject of ontology, from which computer science is represented by 

36264 articles. The results of our research proved that semantic web technologies are an im-

portant tool for describing and integrating data and an important component in the data layer 

of any intelligent application. This study contributed to the mainstream of the research litera-

ture by presenting the applicative areas of semantic web and semantic web applications’ de-

velopment tools, architectures, and methodology. 

Keywords: semantic web, Linked Open Data, Resource Description Framework, SPARQL Pro-

tocol and RDF Query Language 

DOI: 10.24818/issn14531305/24.4.2020.06 

 

Introduction 

Our live is surrounded by modern technolo-

gies such as cloud, Artificial Intelligence (AI) 

and Internet of Things (IoT). We talk about 

the existence of different technologies, but, 

very often, these technologies process the 

same data or, at least, same information com-

ing from heterogeneous sources of data. Tech-

nical and semantic interoperability are sub-

jects of study for both researchers and practi-

tioners. Because freely offering integrated 

data is subject of public interest, Europe es-

tablished a strategy for data that aims creating 

a single market for data that will ensure Eu-

rope’s global competitiveness and data sover-

eignty. [1]. The EU Open Data Portal is the 

point of access to public data published by the 

EU institutions, agencies, and other bodies. It 

uses Semantic Web and offers a SPARQL 

Protocol and RDF Query Language endpoint 

to all its datasets. Linked Open Data 

(Linked+Open data) has been proposed as the 

basis for open government and for solving 

many of the data integration issues. 

Although integrating and offering data is a 

clear application of Semantic Web, it does not 

mean that this is without obstacles or chal-

lenges. A key obstacle for the Semantic Web 

is the lack of availability of usable tools [2]. It 

is not very clear what Semantic web role is 

alongside cloud, Artificial Intelligence, and 

Internet of Things technologies, but definitely 

applying AI for discovering relationships be-

tween data or integrated processed data com-

ing from IoT devices are the next challenges.  

This research studies the opportunities and 

challenges of semantic web technology by 

presenting the main applications of the seman-

tic web, the current state and directions of re-

search, the technologies and architectures in-

volved. After identifying the main application 

areas based on Linked Open Data (LOD) 

cloud, we discussed the main topics debated 

in the scientific literature and by practitioners.  

One of the used technologies for sharing com-

mon representations are ontologies. An ontol-

ogy is a formal explicit description of con-

cepts in a domain of discourse (classes), 
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properties of each concept describing various 

features and attributes of the concept, and re-

strictions on slots. [3] 

The term of Semantic Web was coined in 

2001 by Tim Berners Lee. In 2006, the re-

search belonging to ontology engineering 

field emerged into Linked Data, as it was 

named. Diverse groups of researchers devel-

oped tools (i.e. Protégé, Neon), created pub-

licly available ontologies (all of them are 

available online at Linked Open Data cloud 

website) and provided SPARQL Protocol and 

RDF Query Language (SPARQL) endpoints 

in order to offer access to data described with 

ontologies. In this moment, there are 1460 da-

tasets on Linked Open Data (as of November 

2020) website belonging to diverse domains 

grouped into:  

• Government;  

• Geography;  

• Life Sciences;  

• Linguistics;  

• Media;  

• Publications; 

• Social Networking; 

• User Generated.  

Google Trends revealed a constant interest on 

the subject of “semantic web application” in 

the last 5 years. Figure 1 presents the results 

shown by Google trends about searches on 

“semantic web” string. 

 

 
Fig. 1 Google Trends results on “semantic web” 

 

The first research question of this study (RQ1) 

was: what are the main Semantic Web appli-

cations area from Linked Open Data Cloud.  

However, we asked what exactly can a devel-

oper do with these ontologies? Normally, the 

answer is to develop semantic web applica-

tions. In this regard, what would be Semantic 

Web applications’ architecture? Bizer, et. al., 

[4] presented the general architecture of a se-

mantic web application (Figure 2). The archi-

tecture of a semantic web application when 

Internet of Things or Artificial Intelligence is 

involved generally implies the presence of the 

IoT in the publication layer (as a source of 

data) and Artificial Intelligence in the Appli-

cation layer (in order to apply Artificial Intel-

ligence or machine learning on integrated que-

ried data).  

As we easily notice when we analyze Figure 

2, we can say that, if we are interested to find 

out what exactly are the research subjects to 

study in order to actually develop a semantic 

web application, we must study about (RQ2):  

• How to implement a Linked data Wrapper.  

• How to develop a web data access module.  

• How to develop a vocabulary-mapping 

module. 

• How to implement an identity resolution 

module. 

• How to implement a quality evaluation 

module. 

• Besides actually developing the applica-

tion layer.  

Therefore, we expect to find studies on these 

subjects in the scientific literature. This is our 

second research focus.  
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Fig. 2 The architecture of a semantic Web application [4] 

 

In addition, we observed that there are already 

established technologies to describe data with 

terms belonging to ontologies. Resource De-

scription Framework in Attributes (RDFa) is a 

technology to embed data in HTML. Resource 

Description Framework (RDF) is the standard 

to describe data in triples of subject-predicate-

object. Each subject has a unique Uniform Re-

source Identifier (URI) or it can be a blank 

node, each predicate is a property defined by 

a publicly available ontology and represented 

with an Uniform Resource Identifier (URI), 

and each object has an Uniform Resource 

Identifier (URI) or it can be a literal.  

Another question to ask, if not the most im-

portant one, is why exactly use semantic web? 

What is the necessity? The literature and prac-

titioners thought us that Semantic Web is use-

ful to integrate heterogeneous data in order to 

gather knowledge, insights or supplementary 

relationships between data. Are there already 

developed tools that could help us to analyze 

data and get insights from data described with 

ontologies? (RQ3) This is another question 

that this study is answering. 

 

 

2. Materials and Methods  

This study explores articles obtained from the 

following literature databases: Clarivate, Sco-

pus, and Google Scholar. We took into con-

sideration the title, abstract and keywords, but 

also information about authors’ address and 

total number of citations. In addition, the 

study explored Linked Data Open Cloud web-

site and took into consideration ontologies be-

longing to each activity. Besides investigating 

articles and ontologies, we investigated also 

the W3C website (https://www.w3.org), as 

W3C established Resource Description 

Framework, Ontology Web Language, 

SPARQL Protocol and RDF Query Language 

(SPARQL) and methodology and/or best 

practices to develop Semantic Web applica-

tions. The entire dataset contains 1461 da-

tasets. We analyzed each dataset by categories 

as described in the Methods section. The data 

contains an identifier, an eventual SPARQL 

endpoint and a description about the total 

number of triples. We studied the availability 
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of the links towards the SPARQL endpoints 

and the purpose on which the dataset was 

build. 

We searched information about using ontolo-

gies also in/by research scientific papers. On 

the Clarivate Analytics we found 84941 arti-

cles written on the subject of ontology, from 

which computer science is represented by 

36264 articles. We analyzed the data by con-

sidering authors’ country, the title of the pa-

per, the abstract, the keywords, the type of the 

paper, and the publication year. 

We established the methods to study this sub-

ject by anchoring on methods used in other re-

search articles. Our methodology consists in 

five steps: 

1. Defining the research questions 

2. Establishing the search keywords (in the 

mainstream of publications or on official 

websites known as standards’ recom-

mender or on the Linked Open Data Cloud 

website, as it was our case) 

3. Establishing criteria for facts selection 

4. Extracting data 

5. Data analysis  

6. After establishing the purpose of our re-

search, we identified the main three re-

search questions and enlisted them in the 

Introduction section. 

7. What are the main Semantic Web applica-

tions area from Linked Open Data Cloud. 

8. What exactly are the research subjects to 

study in order to actually develop a se-

mantic web application 

9. Are there already developed tools that 

could help us to analyze data and get in-

sights from data described with ontolo-

gies? 

For each question, to establish research terms, 

we identified sub-questions and their purpose. 

We identified 8 research sub-questions. Table 

1 presents the main research questions. 

 

Table 1. The main research questions 

RQ RQ Research question Goal 

RQ1 RQ11 What are the main activities from the Linked Open 

Data cloud 

Identify applicative 

areas 

RQ12 What is the current state of using those ontologies Assessing the use 

RQ13 What are the methodologies to develop semantic 

web apps 

Gather insights on 

developing seman-

tic web applications 

RQ14 What are the technologies involved Gather insights on 

developing seman-

tic web applications 

RQ2 RQ21 What are the technologies used to develop LD wrap-

pers, data access module, vocabulary-mapping mod-

ule or identity resolution module? 

Gather insights on 

developing seman-

tic web applications 

RQ22 What is their scalability? Assessing the use 

RQ3 RQ31 What are the most encountered tools to gather 

knowledge from semantic web data 

Identify applicative 

areas, assessing the 

use 

RQ32 Is there any study that proves an impact of using se-

mantic web technology when analyzing data? 

Identify applicative 

areas, assessing the 

use 
 

Table 2 presents the search terms that we used to retrieve facts from databases. 
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Table 2. Search terms and source data 

RQ Search terms Source data 

RQ11 Government, Geography, Life sciences, 

Linguistics, Media, Publications 

Linked Open Data cloud 

RQ12 Ontology- only articles that have an as-

sociated dataset and only articles that 

were highly cited 

Clarivate Analytics, Scopus and 

Google Scholar 

RQ13 W3C recommendations W3C website 

RQ14 W3C standards and tools W3C website 

RQ21 Linked data Wrapper, web data access 

module, vocabulary mapping module 

Clarivate Analytics, Scopus and 

Google Scholar 

RQ22 Linked data Wrapper, web data access 

module, vocabulary mapping module 

Clarivate Analytics, Scopus and 

Google Scholar 

RQ31 Mining Semantic Web data Clarivate Analytics, Scopus and 

Google Scholar 

RQ31 Mining Semantic Web data Clarivate Analytics, Scopus and 

Google Scholar 
 

Both quantitative and qualitative analyses 

were carried out on the data. We present the 

main results in the next Section. 

 

3. Results 

The main results are presented on each sub-

question. 

RQ11 What are the main activities from the 

Linked Open Data cloud 

If we search at the Linked Open Data Cloud 

website, we notice that it is not easy to query 

the cloud about ontologies from a specific ap-

plicative area. In order to count an approxima-

tively number of datasets, we searched after 

each applicative area in the Browse page. The 

results are those presented in Table 3. 

 

Table 3 The number of datasets from LOD cloud on each applicative area 

Applicative areas Number of datasets from the Linked Open Data 

cloud diagram 

Government 18 

Geography 6 

Life sciences 2 

Linguistics 5 

Media 21 

Publications 32 

Social Networking 21 

User generated 35 
 

Each main activity has an important number 

of datasets, which connects with other da-

tasets from the Linked Open Data cloud. As 

ontology engineering is a field emerged from 

knowledge representation, we observe that the 

main applicative areas are life sciences (back, 

in 1970, there were an important number of 

knowledge based systems developed for life 

sciences), government and geography, as 

open data invites to make publicly available 

governmental data; linguistic, media, and 

publications as the concept of semantic web 

itself is related to semantics, relationships be-

tween words, synonyms, antonyms, and/or 

homonyms. 

RQ12 What is the current state of using on-

tologies 

In order to answer to this question, we ana-

lyzed diverse data sources from the Linked 

Open Data cloud. Table 4 presents their most 
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important characteristics. 

 

Table 4 Characteristics of some datasets publicly available on  

Linked Open Data Cloud website 

Dataset Description Number of 

triples 

Access  

EU: fintrans.pub-

licdata.eu 

Namespace:  

The names of the beneficiaries of 

ca. 10 billion of grants and other 

forms of support, procurement 

contracts 

1,897,840 tri-

ples 

SPARQL end-

point does not 

function. Only 

the metadata is 

available 

Brown Corpus in 

RDF/NIF 

newspapers texts on diverse top-

ics, non-fiction and fiction books 

as well as government documents 

14,335,131 

triples 

No SPARQL 

endpoint avail-

able, no data to 

download  

data.gov.uk Time 

Intervals 

 

This is an infinite set of linked 

data. It includes government years 

and properly handles the transition 

to the Gregorian calendar within 

the UK 

1,000,000,000 

triples 

Download op-

tions in RDF 

Diavgeia Greece governmental data 48,051,108 

triples 

SPARQL end-

point does not 

function, the 

official website 

mentions the 

current miss 

functionalities 

Entrez Gene Public domain information on the 

National Library of Medicine 

1,327,212 tri-

ples 

No SPARQL 

endpoint, 

download does 

not function 

EPA-TRI 

USA 

toxic chemical releases and pollu-

tion prevention activities reported 

by industrial and federal facilities 

137,423,327 

triples 

EPA Linked 

Data Services 

(Platform for 

accessing all 

EPA Linked 

Data sets using 

query tools, 

services, appli-

cations, URI 

resolution, 

mapping and 

more.) 

GovWILD - Gov-

ernment Web Inte-

gration for Linked 

Data 

Data about politicians, parties, 

government agencies, funds, com-

panies, and industrial leaders 

42,773,056 

triples 

SPARQL end-

point or down-

load options do 

not function 

IATI as Linked 

Data 

International Aid Transparency In-

itiative data 

36,629,045 

triples 

Available 

SARQL end-

point 
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Dataset Description Number of 

triples 

Access  

Instance Hub Fiscal 

Years 

This dataset lists the variety of fis-

cal years for different countries 

and different domains (corporate, 

government, personal). 

 Nothing availa-

ble 

The London Ga-

zette - Gazettes 

Data 

The London Gazette, A wide 

range of notices, the majority of 

which are mandatory by law ap-

pear in the following broad cate-

gories (bold = very high numbers 

of notices): State, Parliament, Ec-

clesiastical, Public Finance, 

Transport, Planning, Health, Envi-

ronment, Water, Agriculture & 

Fisheries, Energy, Post & Tele-

com., Other Notices, Competition, 

Corporate Insolvency, Personal In-

solvency, Companies & Financial 

Regulation, Partnerships, Societies 

Regulation, Personal Legal. 

12,000,000 

triples 

No SPARQL 

endpoint avail-

able, download 

does not func-

tion 

N-Lex as Linked 

Data 

national legislation databases 

(Germany) 

 Nothing availa-

ble 

Organigram and 

staff pay data for 

Thurrock Thames 

Gateway Develop-

ment Corporation 

A list of most Senior Civil Service 

posts 

310 triples Nothing availa-

ble 

statis-

tics.data.gov.uk 

Linked data about administrative 

areas used within UK government 

official statistics 

343,733 tri-

ples 

SPARQL end-

point and 

download data 

available 

Street level crime 

reports for England 

and Wales 

a linked data representation of the 

street-level crime reports first re-

leased for England and Wales in 

2011 

7,780,271 SARQL end-

point and 

download 

 

We can enumerate several semantic web ap-

plications that we found after searching the 

public ontology on their original website: Aid 

Transparency Tracker, AidView, Akvo Open-

aid, Development Tracker, IATI Explorer, In-

ternational Aid Transparency Initiative Data, 

Crime finder, Governmental data, Health data. 

After analyzing data, we observed that the 

most encountered applicative problems are: 

public spending, public data about contracts, 

funds, governmental actors and/or legislative 

acts.  

After a brief analysis of the other dataset, we 

can say the same facts. We noticed though that 

most of the SPARQL Protocol and RDF 

Query Language (SPARQL) endpoints do not 

function, but the spreading is massive, the in-

tention is, generally, to make available, pub-

licly, data in the same format, namely: Re-

source Description Framework. This unavail-

ability of SPARQL Protocol and RDF Query 

Language (SPARQL) endpoints could lead us 

to draw the conclusion that these datasets are 

not used, but it is early to derive this conclu-

sion. 

The results obtained after searching over the 
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Clarivate Analytics database were of 2402 ar-

ticles with associated datasets, which we con-

sider to be important. The average citations 

per each article belonging to the most cited 

articles is around 390. The main WebOf-

Science categories are those depicted in Fig-

ure 3. The publication years are presented in 

Figure 4. 

 

 
 

Fig. 3 WebOfScience categories of the articles written on the subject of ontology that have 

associated datasets 

 
 

 
Fig. 4 The publication years of the articles written on the subject of ontology that have associ-

ated datasets 

 

We were interested to find about the countries 

in which this subject presents interest. Figure 

5 presents the main countries from which the 

authors writing on the subject of ontology be-

long. 

 
Fig. 5 The countries from which the authors writing on the subject of ontology belong 

 

We can say that using ontologies is a debated 

subject, it is prospected by many researchers 

belonging to different fields of science. They 

develop tools, datasets, frameworks, and 
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applications. 

Q13 What are the methodologies to develop 

semantic web apps 

To answer to this question, we investigated 

the (World Wide Web Consortium) W3C 

website, besides analyzing the mainstream of 

research. W3C recommends [5] to use:  

• Predicate Uniform Resource Identifiers 

should be HTTP Uniform Resource Loca-

tors (URLs) 

• Use and include the predicate rdf:type to 

represent the concept of type in Linked 

Data Platforms (LDPRs) 

• Avoid dot-segments in Uniform Resource 

Identifiers of POSTed content or use with 

caution 

• Represent container membership with hi-

erarchical Uniform Resource Identifiers 

• Re-use established linked data vocabular-

ies instead of (re-)inventing duplicates 

• Representing relationships between re-

sources 

• Open source tools and libraries for the se-

mantic Web include: 

• Apache TinkerPop: https://tink-

erpop.apache.org 

• RDFLib: 

https://github.com/RDFLib/rdflib 

• Apache Jena: http://jena.apache.org/ 

• Protégé: https://protege.stanford.edu 

• Sesame: http://www.openrdf.org/ 

• Linked Media Framework: 

https://code.google.com/p/lmf/ 

• Open Semantic Framework: 

http://opensemanticframework.org/ 

• D2R: http://d2rq.org/d2r-server 

• Paget: http://code.google.com/p/paget/ 

• Semantic Media: http://semantic-me-

diawiki.org/wiki/Semantic_MediaWiki 

To develop semantic web applications, there 

are a several number of software libraries for 

each important programming language. For 

example, the standard Python library Ele-

mentTree44 is used to process the XML files, 

which are then converted to RDF using the 

RDFLib45 library. For Java programming 

language, there is Apache Jena library, 

Apache Jena TDB and Fuseki server. Cli-

opatria triple store was used by some authors, 

for example [6].  

Another important subject of research is how 

to visualize the semantic web data. For exam-

ple, EPA United States Environmental Protec-

tion Agency developed a platform (Linked 

Data as a Service) on which users could query 

and visualize data. 

Q21 What are the technologies used to de-

velop LD wrappers, identity resolution and 

so on? 

To answer this question, we searched over 

Clarivate analytics website. The terms used in 

our queries are those from Table 5. 

 

Table 5. Search term used to identify articles written on the subject concerning RQ21 

Search string Results 

Linked Data Wrap-

per 

3 articles: Java, Python 

vocabulary map-

ping  

26 articles 

identity resolution  83 articles, after analyzing the title and the abstract, we 

identified subjects as: Identity Resolution in Ontology 

Based Data Access to Structured Data Sources [7], Distant 

supervision of relation extraction in sparse data [8], CODA: 

Computer-aided ontology development architecture [9], In-

tegrating Product Data from Websites Offering Microdata 

Markup [10], A Framework for Identity Resolution and 

Merging for Multi-source Information Extraction [11]  

Different programming language are used to 

implement Linked Data wrappers and all the 

other modules. Among them, we list Java and 

Python. As of scalability, authors [12] writes 
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that LDWs are fragile upon upgrades on the 

underlying APIs, compromising LDW stabil-

ity. The authors proposed SYQL, a Linked 

data web (LDW) platform on top of Yahoo’s 

YQL. 

Q31 What are the most encountered tools to 

gather knowledge from semantic web data 

and  

Q32 Is there any study that proves an impact 

of using semantic web technology when ana-

lyzing data? 

Mining Semantic Web ontologies provides a 

great possibility to get better results [13]-[14], 

discovers new and valuable insights data from 

the semantic annotations [15],  solves  prob-

lems  that  deals  with  complex  and  hetero-

geneous  data [13], [16] and  improves  in  

easy,  and  effective ways the results of the 

web mining [17], [18]. We encountered 

SemWeb (working within RapidMiner). It 

transforms RDF triples to an example set and 

then any kind of learning can be applied on 

this data [19], [20].  

 

4. Discussions 

This study conducts a review of the main ap-

plicative areas of semantic web technology, of 

the tools needed to develop SW applications 

and the actual trends of study. Our research 

prospected the current state of the mainstream 

research, focused on semantic web technolo-

gies and ontologies with specific search key-

words. The results provided a clear view on 

each research question that our study estab-

lished.  

Semantic web integrates with all the other ICT 

technologies. The following ideas are re-

vealed by our research: 

• The applicative areas of semantic web 

technologies are diverse, with a raising 

trend in making publicly available da-

tasets and prove their use with potential 

impact on improving AI, IoT or other in-

tegrated systems;  

• Semantic web technology is useful in gov-

ernment and support the development of 

smart governmental business intelligence.  

• Semantic web technology is a technology 

used in the data layer of the application ar-

chitecture. It helps describing data with 

terms belonging to ontologies. There is a 

growing interest in developing quality as-

sessment frameworks for Linked Data 

Open datasets [22], [23], [24] which im-

proves the trust in represented data. The 

trust improves the use and using data, se-

mantically enriched, improves the quality 

of the output data.   

• Semantic web belongs to AI research, it is 

therefore naturally integrated with ma-

chine learning, natural language pro-

cessing and sensing from data.  

• Semantic web technology is used for im-

proving semantics, therefore the future de-

velopments of AI, analytics, business in-

telligence is better prospected.  

The results of our research proved that seman-

tic web technologies are an important tool for 

describing data and an important component 

in the data layer of any intelligent application. 

The level of acceptance is determined by the 

trust gained at the users and companies’ level. 

Therefore, it becomes important to involve the 

final users in semantic web applications’ de-

velopment. They can, for example, describe 

datasets or define the terms belonging to dif-

ferent vocabularies. The users are diverse, but 

usually engaged in analyzing publicly availa-

ble open data, either it is about governmental 

data, educational data, medical data or linguis-

tic data. For each applicative area, we pre-

sented a selection of applications to identify 

potential users. 

 

Research directions 

Semantic web applicability did not reach its 

full potential yet due to many reasons dis-

cussed before by specialty studies (link dis-

covery, standards too technical to use, appro-

priate tools to develop semantic web applica-

tions). Based on the finding in Results section, 

this section provides some future research di-

rections: 

• On answering the question “what are the 

main activities in which semantic web 

technologies can be applied” we noticed 

that the specialty studies are lacking con-

crete results. The existent review studies 

focus on development tools or ontologies. 

Most of the studies conducted so far focus 
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on the use of semantic web technologies 

and tools applied to contexts such as biol-

ogy, social sciences, libraries, research, 

and education [21]. We suggest applying 

AI techniques on LOD cloud datasets to 

gather knowledge about specific activities 

for which semantic web applications are 

developed. 

• About the current use of ontologies be-

longing to LOD cloud we can state that 

they are used for describing data that dif-

ferent research projects intended to. There 

are European research funded projects 

which developed, maintained, and pub-

licly offered ontologies and datasets for 

different purposes. Among them we cite: 

Europeana (libraries, museums, art gallery 

data https://www.europeana.eu/ro), Incep-

tion (cultural heritage), ALIGN (software 

quality and data engineering) and others. 

On the Cordis website, there are listed 312 

research projects that uses semantic web 

technologies, for example. What is im-

portant to notice is the fact that ontologies 

and semantic web are financed, pro-

spected yet as research activities, and that 

they span from FP7 to HORIZON 2020 in 

the effort to integrate heterogeneous data 

in order to implement an information layer 

of bigger applications, useful to society 

and citizens and which integrate various 

emerging technologies like IoT, Block-

chain or AI. In this respect, we suggest on-

tologies discovery by analyzing research 

projects that developed them. 

• Concerning the methodologies used to de-

velop semantic web applications we con-

sider that they are very well represented, 

but not standardized as methodologies to 

develop applications. Each author is defin-

ing its own methodology and, in general, 

the recommendations provided by W3C 

are the only one considered when publish-

ing and consuming Linked Open Data. 

Therefore, we suggest as future research 

direction establishing methodologies for 

consuming linked open data. As for pub-

lishing open data we consider that devel-

oping methodologies to discover links be-

tween different datasets is a promising 

research direction. 

 

5. Conclusions 

This study contributed to the research litera-

ture by presenting the applicative areas of se-

mantic web and semantic web applications’ 

development tools, architectures, and method-

ology. This study intended to investigate how 

semantic web applications contribute to the 

improvement of our lives. Our lives are sur-

rounded by unstructured data, heterogeneous 

sources of data and, generally, by a lot of data. 

The semantic web applications’ development 

must integrate into the web of data. This de-

pends on the standards’ development and in-

tegration. It is expected that improved mean-

ing of information will be achieved. The gen-

eral findings of our research findings are: (1) 

the potential of semantic web technology to 

provide positive changes in developing web 

applications is huge if multiple users use 

them; (2) the development tools continually 

evolve. The specific findings are: (1) the ap-

plicative areas of semantic web technologies 

are diverse; (2) the methodology and the tools 

to develop semantic web applications exist 

and improve on continual bases; (3) there is a 

big potential in gather insights on data when 

combining machine learning and semantic 

web. 

This article has some limitations. One limita-

tion is the big number of scientific articles 

written on the subject and the big number of 

datasets. To address this, we searched with 

specific keywords that we established by stud-

ying the practitioner’s results: the available 

ontologies on the Linked Open Data cloud. 

Successful implementation of these technolo-

gies involves integration and acceptance. As 

our study revealed there are premises to solve 

these future engagements. 
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