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Over the last 20 years, research groups focused on automating the process of extracting valu-

able information from Natural Language text in order to discover data and process models. In 

this context, several tools and approaches have been proposed. The overall objective of this 

survey is to examine existing literature works that transform textual specifications into visual 

models. This paper aims to give a comprehensive account of the existing tools meant to discover 

data and process models from natural language text. Our analysis focuses on approaches of 

these tools in the model extraction process and highlight issues of each proposed approach. In 

the case of object oriented software modelling of data models extraction we analyze the degree 

of automation, efficiency and completeness of the transformation process. Regarding process 

models extraction, the study is not limited only to business process discovery, but it also pro-

vides case studies from several fields such as medical or archaeological. Even if not all the 

tools developed are clearly depicting a Natural Language Processing technique, a review of 

each approach is presented.  

Keywords: Natural Language Processing, Data Model, Business Process Model 

 

Introduction 

Organizations focus on automate their 

processes in order to improve efficiency, re-

duce costs, and/or reduce human beings’ er-

rors in an easy and rapid manner. Business 

process management (BPM) methods provide 

a solution to this issue. In this context, infor-

mation systems like CRM, ERP, SCM, etc. 

have known an increasing demand. The main 

problem consists of the length of the business 

process specifications. If new regulations ap-

pear, these specifications must be adapted. 

Manually extraction of visual models is time 

consuming. During time, a series of solutions 

were proposed. The literature shows a crowd 

of approaches that extracts data models [1], 

[2], [3], and process models [4], [5] from Nat-

ural Language (NL) text. This paper aims to 

analyze the Natural Language Processing 

(NLP) techniques and tools used in order to 

provide different types of visual representa-

tions.   

                                                 
1 ANTLR, http://www.antlr.org/ 

On the last few years, approaches based on 

NLP have been developed in order to auto-

mate process conversion from NL text. NLP 

plays an important role in NL text analysis as 

NLP tries to understand speech and text as hu-

mans beings would do. Colloquialism, abbre-

viations or typos make this task a challenging 

one. NLP has the origins in 1950s when Alan 

Turing proposed the Turing test [6], by intro-

ducing the imitation game. Since then, the lit-

erature shows a plethora of NLP tools [7], [8], 

[9], [10] using several machine learning tech-

niques, our focus being on those applied on 

data models and process models discovery 

from NL text, starting with the first language 

parser [11] to the actual ones like NLTk [7], 

[8], ANTLR1, etc.  

Linguistic analysis is closely tied to NLP. 

Liddy [12] highlights 7 levels of linguistic 

analysis: a) Phonetic or Phonological level: 

how words are pronounced, b) Morphological 

level: prefixes, suffixes and roots analysis, c) 

Lexical level: word level analysis including 

lexical meaning and Part-Of-Speech (POS) 

1 
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analysis,  d) Syntactic level: grammatical anal-

ysis of words in a sentence, e) Semantic level: 

determining the possible meanings of sen-

tences, f) Discourse level: interpreting struc-

ture and meaning for texts larger than a sen-

tence, g) Pragmatic level: understanding the 

purpose of a language. 

Some of the problems approached by NLP 

are: POS tagging, parsing, Named Entity 

Recognition (NER), chunking, Semantic Role 

Labeling (SRL). Anaphora resolution [13] re-

fers to the interpretation of the link between 

the anaphor and its antecedents. 

The remainder of the paper is organized as fol-

lows: Section 2 briefly outlines the NLP do-

main, describing the levels of linguistic anal-

ysis and the main NLP approaches of analyz-

ing NL requirements. Section 3 focuses on 

data and process models extraction from NL 

text. This section makes an introduction to 

Object Oriented Analysis and Business Pro-

cess Modeling and analyses the existing tools 

that discover data and process models from 

text. Subsequently, Section 4 summarizes the 

results of this work and the conclusions are 

drawn in Section 5. 

 

2 NLP 

A detailed review on NLP is given in [14] and 

in [15]. Jones [14] divides the history of NLP 

into four phases: the first starts at the begin-

ning of the 1940s and lasts to the late 1960s, 

the second begins from the end of 60s and 

lasts to the end of 70s, the third is represented 

by late 80s, where the fourth phase starts in the 

late of 90s. Next, we will detail each phase as 

they were defined in [14] and [15]. First phase 

treated machine translation issues, while the 

second focused on artificial intelligence. The 

third phase can be called grammatico-logical 

phase, which is followed by the lexical phase. 

A fifth phase is proposed in [16] where formal 

theories and statistical data are combined. 

Since this study was published first in 1994 

and then it was re-organized in 2001 we can 

add the sixth phase: from 2000 until present 

where NLP techniques are combined in order 

to contribute to visual models extraction. 

Software requirements are usually written in 

NL which is asymmetric and irregular [17]. 

The major challenge in software design is the 

ability to analyze textual requirements out-

lined by the clients in order to extract valuable 

information used as input for next step’s trans-

formation in the process of data modelling. In 

recent years, several studies have proposed 

the use of linguistic instruments to help this 

requirements analysis [19], because of two 

main reasons:  

a) the progress made in NLP which is an 

area of research and development that ex-

plores how computers can be used to an-

alyze and represent NL texts at different 

levels of linguistic analysis for the pur-

pose of achieving knowledge on how hu-

man beings understand and use language 

[18] 

b) the need to provide the developers of soft-

ware systems with support in the early 

phases of requirements definition and 

conceptual modelling [19] 

2.1 Linguistic Analysis 

In past years, numerous research projects fo-

cused on exploring how NLP can be used to 

carry out a linguistic analysis of requirements 

documents in order to produce conceptual 

models of them. The levels of linguistic anal-

ysis are presented in the following sections.  

 

2.1.1 The Lexical Level of Analysis 

Lexical analysis, also called token generation, 

is the process of converting a sequence of 

characters into a sequence of tokens [20]. It is 

composed of the following processing steps: 

tokenization, sentence splitting and POS tag-

ging [21]. Tokenization is the first step in lex-

ical analysis and it is used to identify words 

and numbers in sentences. Sentence splitting 

identifies sentence boundaries of a given text. 

POS-tagging enables NLP systems to inter-

pret the meaning of individual words. Accord-

ing to this step, each word from the NL text 

corresponds to a particular part of speech 

based on the context in which it occurs. The 

most probable POS tag is assigned to a word 

taking into consideration the relationship with 

adjacent and related words in the phrase, sen-

tence or paragraph [22]. Hence, POS tagging 

identifies words as nouns, verbs, adjectives, 
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etc. For example, a NNI tag signifies a singu-

lar noun, while VBB indicates the base form 

of a verb. Currently, the most promising tool 

used for lexical analysis is Stanford Parser 2. 

2.1.2 The Morphological Level of Analysis 

Morphological analysis deals with the compo-

nential nature of words. A word from the NL 

text is composed of morphemes. It is im-

portant to mention here that a morpheme is the 

smallest piece of word that carries a meaning 

[23]. A NLP system can understand the mean-

ing of a word analyzing it into its constituent 

morphemes. For example, appending a suffix 

to a verb, moves the action of that verb in the 

past [24]. At this level of analysis, there are 

used some stemming algorithms to remove the 

morphological affixes (such as prefixes and 

suffixes) of each word from the NL text, in or-

der to achieve the root form of the word. 

2.1.3 The Syntactic Level of Analysis 

The syntactic level focuses on analyzing the 

words in a sentence using a grammar in order 

to reveal the structural dependency relation-

ships between words [24]. The grammar pro-

vides syntax rules about possible organization 

of words in sentences. The output of this level 

of linguistic processing is a parse tree that rep-

resents the syntactic structure of a given sen-

tence.  

2.1.4 The Semantic Level of Analysis 

The semantic level of processing determines 

possible meanings of sentences examining the 

meaning of constituent words. This level in-

cludes semantic disambiguation of polyse-

mous words identifying the appropriate mean-

ing of a word looking at the rest of the sen-

tence.  Semantics recognizes that most of the 

words have more than one meaning, based on 

their dictionary and context meaning [23]. 

The semantic analysis focusses on the interac-

tions among word-level meanings in the sen-

tence in an analogous way to morphological 

disambiguation of words [24]. This level per-

mits only one sense of the multiple senses of 

a word to be selected and included in the se-

mantic representation of the sentence. For the 

                                                 
2 Stanford Parser, http://nlp.stanford.edu. 

semantic analysis, different dictionaries and 

knowledge bases are used. The most known 

example is the lexical database WordNet3 

which is used to disambiguate the lexical 

structures of the NL text and to find semanti-

cally similar terms. 

2.1.5 The Discourse Level of Analysis 

While syntax and semantic level deal with 

sentence-length units, the discourse level 

works with units of text longer than a sentence 

trying to understand the role of a piece of in-

formation that exists in a particular document 

[24]. This level of linguistic analysis exam-

ines the structure of a given NL text, making 

connections between component sentences in 

order to understand and represent meaning of 

the text as a whole.  

 

2.1.6 The Pragmatic Level of Analysis 

Pragmatic analysis is concerned with how the 

external world knowledge impacts the mean-

ing of the NL text. This level of analysis de-

pends on a body of knowledge that comes 

from outside the contents of the document in 

order to gain understanding about purpose and 

goal of the given text [23]. Pragmatic level of 

analysis eliminates ambiguities in require-

ments reinterpreting the text in order to find 

its actual meaning and the speaker’s intention.  

 

2.2 NLP Techniques 

In NLP area, researchers have proposed sev-

eral techniques for analyzing the NL require-

ments.  These techniques are basically catego-

rized into two leading approaches:  

 

2.2.1 Rule Based Approach 

Rule approach relies on hand-constructed 

rules acquired from linguistic experts [25] and 

encapsulates human knowledge to apply these 

rules to the NL text. There is the possibility to 

automatically learn these rules through the 

analysis of annotated corpora using machine 

learning methods.  It is important to mention 

here that a corpus (plural  ”corpora“) describes 

a set of documents that have been annotated 

by NLP experts with the correct values that 

need to be learned [26].  

3 WordNet2.1, http://www.cogsci.princeton.eu/~wn/. 
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There are some advantages to the rule-based 

approach. First, rules can be refined for accu-

racy by experts in order to detect spelling or 

grammar mistakes [27]. Second, is easy to in-

corporate domain knowledge into the linguis-

tic knowledge and  the linguistic knowledge 

acquired for one natural language processing 

system may be reused to build knowledge re-

quired for a similar task in another system 

[25]. However, the cost of this approach is 

high, since it requires great effort from human 

experts to analyze the large volume of data 

from textual documents of requirements. 

 

2.2.2 Statistical Based Approach 

Statistical-based approach requires large text 

corpora to develop statistical models in order 

to automatically learn the linguistic features 

identified in the textual data. This approach 

uses mathematical techniques, including sto-

chastic, probabilistic and statistical methods 

to solve some of the problems that arise due to 

long sentences from the NL text [26]. 

These methods are data-driven and rely on 

quantitative methods to automatically dis-

cover relations between words from the sen-

tences [28]. Some of the issues regarding long 

sentences are due to the fact that these sen-

tences are highly ambiguous and the analysis 

using a grammar leads to numerous interpre-

tations. Methods of disambiguation involve 

using Hidden Markov models (HMMs) where 

the NL text is assumed to be a Markov process 

with unobserved states. HMMs are especially 

known for their application in fields such as 

speech recognition, gesture recognition, POS 

tagging. For example, in POS tagging based 

on HMM, the hidden states represent the un-

derlying part-of-speech which corresponds to 

the sequence of word from the NL text. 

The use of statistical approach has proven to 

be advantageous for lower levels NLP tasks of 

text analysis process [30] but the main disad-

vantage of this approach is that it requires a 

large amount of data in order to achieve statis-

tically significant results. 

                                                 
4 Documents Associated with Unified Modeling Lan-

guage™ (UML®) Version 2.5, http://www.omg.org/ 

spec/UML/2.5/PDF/ 

 

3 Visual Models from NL Text 

In this section, the discussion will point to vis-

ual models derived from NL text. The litera-

ture on data-centric models extracted from 

text shows a variety of data models used (e.g. 

Entity Relationship Diagrams, UML activity 

diagrams, class diagrams, sequence diagrams, 

object diagrams). Since 2007, an increasing 

interest for process models extraction from 

text has been shown.  

 

3.1 Data Models Extraction from NL Text 

Late ‘80s brought an increasing development 

of data-centric information systems. Starting 

with basic types of data modelling like Entity 

Relationship Diagrams (ERDs) [2] to differ-

ent types of UML diagrams4. ERDs underlie 

the design of relational databases by offering 

a static data model. Another basic approach, 

this time based on control-flow is depicted by 

UML Activity Diagram. The class diagram is 

the central item of object-oriented modelling. 

An interaction diagram that depicts how ob-

jects interact with each other is the sequence 

(event) diagram. The current state of a system 

is described by object diagrams. 

 

3.2 Object Oriented Software Modelling 

In order to cope up with the increasing de-

mands of fast growing information technol-

ogy, new tools and technologies have been 

proposed in software engineering methodolo-

gies. Several changes were made in conven-

tional methods of software analysis and de-

sign phase of the software development pro-

cess. These changes reflect the use of object 

oriented design (OOD) paradigm in order to 

capture essential and relevant software re-

quirements for constructing a software system 

[30]. OOD based software modeling is also 

called Component Added Software Engineer-

ing (CASE) [31] and encourages the use of 

Unified Modelling Language (UML) for mod-

elling the user requirements visual the multi-

ple dimensions and levels of details, docu-
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ment software assets and accommodate incre-

mental development and re-development of 

software [17].  

In a conventional OOD software modelling 

approach, the system analyst first has to spend 

a lot of time understanding the user require-

ments and then, based on the requirements 

analysis made, orthodox CASE tools are used 

to draw the UML diagrams [30]. Object Ori-

ented Analysis (OOA) applies the OOD para-

digm to model software systems by defining 

classes, objects and relationships between 

them [32]. 

 

3.2.1 NLP Based UML CASE Tools 

Nowadays projects stress the automatic ex-

tracting of OO concepts to generate static and 

dynamic system views from domain-specific 

NL descriptions [32]. Several NLP based 

CASE tools that utilize different levels, or 

combinations of levels of linguistic analysis 

have been designed in order to transform the 

NL specifications into OO models.  Even 

though these NLP systems follow a OOA to 

model the software systems, none of the fol-

lowing tools are able to extract the complete 

information i.e. classes, objects and their re-

spective, attributes, methods and associations. 

Some of the most known NLP based UML 

CASE tools that were proposed by research-

ers, are presented in chronological order.  

 

3.2.1.1 LOLITA 

Large-scale Object-based Linguistic Interac-

tor Translator Analyzer  (LOLITA) is an NLP 

system proposed by [33] in 1996. This system 

is able to automatically generate an object 

model from NL text. Hence, this tool extracts 

objects from every noun of the textual require-

ments and attempts to find relationships 

amongst these objects. LOLITA is built on a 

large scale Semantic Network (SN) which is a 

semantic graph that contains a large number 

of objects and event nodes used to bridge the 

gap between object diagrams and require-

ments [34]. Indeed, this approach considers 

nouns as objects and use links to find relation-

ships between objects but it cannot distinguish 

differences between classes, attributes and ob-

jects. As a result, LOLITA is limited to ex-

tracting objects from NL text because it can-

not identify classes. 

 

3.2.1.2 RECORD 

The Requirements Collection, Reuse, and 

Documentation (RECORD) system proposed 

by Börstler in [35] provides a semi-automatic 

process of generating object models from re-

quirements. In this system, stakeholders play 

an important role to ensure that the right re-

quirements are acquired using form-based 

user interface. The central idea of this ap-

proach is to match the stakeholder require-

ments, expressed in use cases like forms with 

object models.  First, use cases are analyzed in 

order to extract objects, relationships between 

objects, operations and attributes. Then, the 

extracted information is used to classify the 

use case. This classification is utilized to 

query the repository to find object models 

with matching classifications. Finally, the re-

sults of the matching and linking process are 

reviewed and adjusted. This system relies on 

human interventions to link and edit use cases 

and object models in order to handle the con-

flicting matches resulted. 

 

3.2.1.3 D-H 

Delisle et al. [36] in their project DIPETT-

HAIKU (D-H) present robust computational 

linguistic tools developed for knowledge ex-

traction from NL requirements description. 

Syntactic analysis of NL text is performed by 

Domain-Independent Parser of English Tech-

nical Texts (DIPPET) and semantic analysis is 

performed by a separate module called 

HAIKU. During OO analysis of NL text, D-H 

is able to identify candidate objects, linguisti-

cally differentiating between Subjects (S) and 

Objects (O), and processes, Verbs (V), using 

the syntactic S-V-O sentence structure. More-

over, they found that candidate attributes 

could be identified in the noun modifier of 

compound nouns, e.g. reserved is the value of 

an attribute of “reserved book” [32]. 

 

3.2.1.4 LIDA 

Overmyer and Rambow in 2001 [37] pro-

posed  a methodology and a prototype tool 
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called Linguistic Assistant for Domain Analy-

sis (LIDA) which provide linguistic assistance 

to construct UML class diagram from NL de-

scriptions.  This semi-automatic tool is used 

as a beginning point to facilitate the work of 

requirements analysts, and it requires consid-

erable user intervention [38]. First, the analyst 

imports the documents to be analyzed and the 

LIDA system identifies the POS of words 

from document text. Then, the analyst works 

on the noun list marking relevant candidate 

classes and iteratively removing those classes 

that do not qualify as classes or that are candi-

date attributes instead. When candidate clas-

ses have been identified, the analyst moves to 

the adjectives list to identify candidate attrib-

utes of the classes. Finally, the analyst moves 

to the verb list to identify candidate methods 

and roles. After this identification process, the 

analyst uses LIDA Modeler to graphically as-

sociate attributes, methods and roles with the 

appropriate classes [39]. 

 

3.2.1.5 GOOAL 

The prototype tool Graphic Object Oriented 

Analysis Laboratory (GOOAL) [40] supports 

automatic OO modeling and produces static 

and dynamic models from NL description of 

user requirements taking decisions sentence 

by sentence. The underlying methodology of 

this system includes role posets and semi-nat-

ural language (4W). First, the NL text is auto-

matically translated to 4W language and then, 

the produced sentences are analyzed with role 

posets to produce static model views.  Finally, 

the 4W sentences are used to generate dy-

namic views of the problem. 

 

3.2.1.6 CM-Builder 

Class Model Builder (CM-builder) [41] is an 

NLP-based CASE tool presented by Harmain 

and Gaizauskasin in 2003 which performs do-

main independent OO analysis. CM-Builder 

uses robust NLP techniques to analyze textual 

requirements and then construct an integrated 

discourse model, represented in a Semantic 

Network (SN). This SN is then used to auto-

matically construct an initial UML class 

                                                 
5 JavaRAP, http://www.comp.nus.edu.sg/~qiul/ 

model by converting nouns into classes and 

verbs into relationships. This class model rep-

resents the object classes extracted from the 

text and the relationships among objects of 

these classes. This CASE tool was restricted 

to capture candidate class models because 

there is no appropriate mechanism for captur-

ing candidate objects from NL text require-

ments [32]. Nonetheless, the CM-builder has 

a limitation in its linguistic analysis due to the 

ambiguity, fuzziness, and redundancy of NL 

[38]. 

 

3.2.1.7 UMGAR 

In 2009, Deeptimahanti and Babar presented 

UML Generator from Analysis of Require-

ments (UMGAR) [42] which is a semi-auto-

matic tool that assists developers in generating 

UML models like Use-case diagram, Design 

class model, and Collaboration diagram from 

NL requirements.  This tool generates these 

types of diagrams following an OOA ap-

proach based on a combination of the Rational 

Unified Process (RUP) [43] and ICONIX pro-

cess [44]. The Noun-Phrase technique of RUP 

[45] helps a requirement analyst to identify all 

possible objects from a given requirements 

document and generate analysis class model 

by attaching attributes and methods with the 

associated object [42]. UMGAR also provides 

a generic XMI parser to generate XMI files for 

visualizing the generated object models in any 

UML modeling tool. The UMGAR tool has 

been developed using three efficient NLP 

technologies:  

 Stanford Parser-to generate parse tree 

and extract concepts like actors, use 

cases, classes, methods, attributes, and 

associations;  

 WordNet2.1-to perform morphological 

analysis; 

  JavaRAP5-to replace all the possible pro-

nouns with its correct noun form. 

UMGAR can be used for large requirement 

document but this tool requires human inter-

action, for example, to eliminate irrelevant 

classes and to identify aggregation/composi-

tion relationships among objects [38]. 

NLPTools/JavaRAP.html. 
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3.2.1.8 UMLG 

Unified Modeling Language Generator 

(UMLG) [30] follows a rule-based approach 

to automatically analyze the NL text and then 

generate OO modeling on the basis of the val-

uable extracted information from textual re-

quirements. This system also provides the fa-

cility of converting the object-oriented model-

ing information in multiple languages such as 

Java, C#.NET or VB.net.  First, the NL text is 

analyzed using a rule based algorithm order to 

extract classes, objects and their respective, 

attributes, methods and associations. Then, 

UML diagrams such as Class diagram, Activ-

ity diagram, Sequence diagram, Use Case di-

agram are drawn using previously extracted 

information.  

 

3.2.1.9 DC-Builder 

Diagram Class Builder (DC-Builder) [34] is 

an automated tool using NLP techniques and 

domain ontologies in the analysis of users’ re-

quirements to facilitate the extraction of the 

class diagram. First, the requirements descrip-

tions are analyzed using the GATE framework 

which has an information extraction (IE) sys-

tem called A Nearly-New Information Extrac-

tion System (ANNIE) for NL processing of 

the textual requirements.  Then, sets of heuris-

tic rules are defined to extract UML concepts 

such as classes, attributes and associations 

from the NL text.  As a result, it is obtained an 

initial XML file that needs to be refined. Due 

to the fact that this file can contain erroneous 

elements, domain ontologies are used to elim-

inate these irrelevant elements. Hence, a new 

XML file is obtained with improved quality of 

concepts identifications. 

 

3.2.1.10 RAPID 

More and Phalnikar have proposed a proto-

type tool referred to as Requirement Analysis 

to Provide Instant Diagrams (RAPID) in 2012 

[46]. This tool facilitates the requirements 

analysis process, extracting core concepts 

among with their relationships and producing 

UML diagrams. RAPID tool extracts the 

                                                 
6 OpenNLP: http://opennlp.sourceforge.net/ 

UML concepts using various NLP technolo-

gies such as:  

 OpenNLP6 which provides lexical and 

syntactical parsers of the input sentence 

from textual requirements;  

 RAPID Stemming Algorithm to identify 

the base form of words from NL text;  

 WordNet2.1 as semantic parser used to 

validate de semantic correctness of the 

sentences generated at the syntactic anal-

ysis. 

In order to improve the UML concepts identi-

fication, the RAPID tool uses domain ontolo-

gies.  Then, the refined UML concepts are 

used in the process of class extraction where 

different heuristic rules are applied to extract 

the class diagram.  These heuristic rules refer 

to class, attribute and relationship identifica-

tion rules. Finally, the extracted class diagram 

is refined using domain ontology. The limita-

tion of RAPID tool is that each sentence in the 

requirements document has to satisfy a spe-

cific structure defined by RAPID system. Oth-

erwise, the user is asked to change the require-

ment sentence structure [38].  

 

3.2.1.11 ABCD 

Karaa et al. proposed in 2015 an Automatic 

builder of class diagram (ABCD) [38] which 

is an automated tool implemented in Visual 

Basic.Net that is able to generate UML class 

diagrams from user requirements expressed in 

NL. The lexical and syntactical processing of 

NL requirements relies on Stanford NLP 

toolkit. The concepts related to UML class di-

agram (such as aggregation, composition, as-

sociation multiplicity and generalization) are 

extracted using a pattern-matching NLP tech-

nique and then are saved into an XML 

Metadata Interchange (XMI) format.  Then, 

the XMI file is imported with a CASE tool 

such as ArgoUML7 to build the corresponding 

UML diagrams. This system lacks advanced 

mechanisms to deal with redundant infor-

mation problem and confuses the concepts of 

association and method identification [38].  

 

 

7 ArgoUml: http://argouml.softonic.fr/ 
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3.3 Business Process Modeling 
A business process is a network of coordina- 

ted coherent activities that interact to produce 

a business outcome8. Business Process   Mod-

elling can be seen as an extension of Work-

flow Management (WfM) approach by adding 

the diagnosis phase [47]. Since 2002, when 

the Sarbanes-Oxley Act9 was enacted to pro-

tect investors from fraudulent accounting ac-

tivities by corporations, companies already 

using a Business Process Management Sys-

tem (BPMS) must ensure the consistency and 

transparency of financial data. That was really 

challenging for BPMS vendors as the aim was 

to automate as much manual activities as pos-

sible, from all business processes. BPMSs 

must show the control-flow (the execution or-

der of activities) of financial processes in or-

der to provide visibility into bottlenecks of the 

entire process. Moreover, audit feature must 

be embedded into BPMSs. Security is also 

treated by Sarbanes-Oxley Act as BPMSs 

must assure multiple user groups. There are 

several types of notations used in process 

modeling, such as Event-driven Process Chain 

(EPC) [48], Petri Nets [49], Business Process 

Model and Notation (BPMN), etc. BPMN is 

one of the most used OMG standards for busi-

ness process modeling. The main categories 

of BPMN models are: flow objects (activities 

and gateways: OR, XOR and AND), connec-

tion objects (links between BPMN objects), 

swimlanes (resources), and artefacts (e.g. data 

objects). They depict control-flow perspective 

of the process, but also data-flow and re-

sources involved. 

 

3.3.1 Process Model Discovery from Text 

We divided our study regarding process mod-

els discovery from text into three categories: 

business, archaeological and medical. Most 

approaches that discover process models from 

text are in the business field, but there are also 

approaches validated using case-studies from 

fields reminded above. The literature shows 

an increasing development of semi-automated 

                                                 
8 http://www.omg.org/oceb/defbusinessprocess.htm 
9 https://www.sec.gov/about/laws/soa2002.pdf 
10 GATE, https://gate.ac.uk/ 

tools, but from 2011 automated tools have 

been developed. 

 

3.3.1.1 Business 

Wang et al. [50], [51] put the basis of a Policy-

Driven Process Mapping (PDPM) methodol-

ogy that extracts process models from busi-

ness policy documents. In order to develop the 

entire process model, firstly, control flow is 

identified, then data flow constraints are ana-

lyzed, followed by routing rules. This is a 

semi-automated approach as for process 

model elements, knowledge carriers are 

needed. PDPM process starts with the draft of 

the process map based on Task View followed 

by adding the Data View. Subsequently, struc-

tural and domain constraints are applied. 

Lastly, the process map is reviewed and addi-

tional elements may be added if it is neces-

sary. No NLP techniques are reminded in this 

paper, but a computational procedure was de-

fined. More details about the NLP techniques 

used are developed in [52] when the research 

intersects process mining [53] field. In terms 

of text mining kernel-based methods [54] such 

as tree kernel method (syntactic structure) are 

applied. Tools like GATE10, Ling-Pipe11, 

CRF++12 are used in order to solve Name-En-

tity Recognition and text chunking issues. 

Stanford POS Tagger [55] is used for POS 

tags. As final result the authors propose an 

UML activity diagram. Being the first ap-

proach on process models discovery from 

business policies, there are some drawbacks: 

parallelism is ignored and only XOR behav-

iors can be identified.  

One of the first examples of process models 

extraction from natural language text is pre-

sented in [56] by using computational linguis-

tics and NLP techniques: 

 Stanford Parser [55] is used for syntax 

parsing; 

 FrameNet [57] for semantic analysis; 

 WordNet as lexical database.  

Anaphora resolution [58] helps on the identi-

fication of the concepts which are references 

11 Ling-Pipe, http://alias-i.com/lingpipe/ 
12 CRF++, https://taku910.github.io/crfpp/ 
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using pronouns and certain articles. World 

model [59] is used for extraction of flow ob-

jects, swimlanes, artefacts and connecting ob-

jects. Furthermore, this model serves as base 

for business process model extraction. First 

step of the procedure involves the nodes crea-

tion, followed by the building of sequence 

flows. Subsequently, dummy elements are re-

moved. Next step assumes the construction of 

start and end nodes and meta activities are 

processed. As an optional step, black box 

pools and data objects may be added. Moreo-

ver, as a final point, the layout model is added. 

The proposed method generates suitable mod-

els in a proportion of 77% based on 47 text-

model pairs.  

In [60], [61] is put the basis on the process 

mining from group stories (TellStories) and 

then, [62] proposes a method called Story 

Mining for process model extraction from 

business people stories. Firstly, the groups of 

tellers are selected and they should tell stories 

related to the various situations in their day-

to-day activities (process instances). Then, 

text examination follows. The techniques used 

for tokenization, morphological and lexical 

analysis, syntactic analysis, domain analysis 

are not specifically named. After text mining, 

a business process is built and, finally, models 

are reviewed by participants. On the other 

hand, on the paper from 2010 [62], the text 

mining techniques used are detailed, specifi-

cally algorithms from Bigua library [63], re-

spectively from NLTk framework [8], [7] for 

syntactic analysis, e.g. Shallow Parsing [64]. 

Likewise, all these algorithms are encapsu-

lated into a scientific workflow management 

system (SWfMS). 

 

Table 1. NLP techniques used in business process models discovery [62] 

Phase NLP libraries 

Tokenization Bigua: RSLP Stemmer and NLTkTokenizer 

Morphological and Lexi-

cal Analysis 

NLTKnMacMorphoCorpus [65] and NLT-

kNGramTagger 

Syntactic Analysis NLTkRegExpParser 

Domain Analysis CREWS scenario metamodel [66] 

After text analysis, two files are generated: a) 

a structured text file containing the log of the 

extraction process and b) a business process 

proto-model generated from a) using BPMN. 

As a final point, the business process model is 

built based on the proto-model and the 

knowledge carriers’ remarks and comments.  

The research conducted by [67] proposes a 

framework that generates process proto-mod-

els from enterprise repository, meant to help 

the business analysts. The entire process has 

two phases, namely text to model, respec-

tively model to model. For the first step, the 

NLP framework used is NLTk (for verb 

phrases, verbs, temporal connectives [8], [7], 

meanwhile, the second phase treats the con-

version of Strategic Rationale models [68] to 

BPMN proto-models, respectively the UML 

interaction diagram converted into business 

process models. Then, both models   are ana-

lyzed by analysts in order to detect possible 

inconsistencies.  

IBM [69] developed a semi-automated, for 

on-line analysis of natural language (NL). 

First, text is pre-processed with a part-of-

speech tagger and a shallow parser (based on  

which a Finite State Transducer is used), then 

words are annotated with dictionary concepts, 

which classify verbs using a domain ontology 

and, finally, an anaphora resolution algorithm 

and a context annotator are applied. The NLP 

tools used are developed by the authors and 

embedded into an Unstructured Information 

Management Architecture [70]. The result is a 

Use case description meta-model that can be 

easily converted into a BPMN process model.  

Schmidt et al. (2015) propose a solution for 

text mining applied on questionnaires and in-

terviews (developed in Rapid Miner [71]) in 
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order to provide a pre-check of quality of pro-

cess models. The approach consists of five 

steps: text conversion, tokenization, case con-

version, stop word removal and stemming. 

This method is based on words’ frequency. 

A recent study [72] introduces a web applica-

tion as a prototype for a) process models ex-

traction from controlled natural language and 

b) process model extraction through users’ in-

teractions13. For the first direction, the pro-

posed algorithm uses sentence templates and 

basic workflow patterns are implemented (Se-

quence, Alternative, Parallel Split, Synchroni-

zation and Simple Merge).  

The parser used for descriptions is ANTLR. It 

returns an Abstract Syntax Tree (AST) that 

subsequently is converted into a Petri Net that 

can be easily transformed into business pro-

cess model. The second method based on us-

ers’ descriptions proposes a new approach of 

Adaptive Case Management (ACM). First, 

preconditions and post conditions are exam-

ined and the corresponding workflow is gen-

erated. Moreover, this approach is similar to 

event logs and process mining [73] techniques 

can be applied.  

 

3.3.1.2 Archaeological Field 

One recent research [74] introduces an unsu-

pervised technique called TextProcessMiner 

that generates a log from text and converts it 

in a process instance model. The procedure 

has two phases: a) Activity Miner based on 

verb semantics and b) Activity Relationship 

Miner based on rules. NLP tools used are: 

NLTk [7], [8], Stanford Parser and Tagger [9] 

and PyEnchant14, Verbnet [75] and as lexical 

databases - Wordnet [10]. VerbNet and Word-

Net help on the Verb Knowledge Base crea-

tion which is subsequently used on activity 

log discovery. This activity log depicts only 

one instance and can easily be converted into 

an event log having XES format [76], [77]. In 

terms of validation an archaeological case 

study is analysed and the results indicate that 

TextProcessMiner discovers correct activities 

in a proportion of 88%. 

 

                                                 
13 http://bpm.caporale.eu 
14 PyEnchant, http://pythonhosted.org/pyenchant/ 

3.3.1.3  Medical field 

Medical field [78] reveals a new approach 

based on the identification of four concepts: 

activities, resources, actors, and control flows. 

Computer-interpretable guidelines (CIGs) 

[79] are used to define process fragment 

recognition. CIGs consist of two components 

[78]: a) static component such as activities, 

actors, data and resources and b) dynamic 

components such as control flows. Unified 

Medical Language System (UMLS) Metathe-

saurus15 is used as lexical database and Met-

aMap to discover Metathesaurus concepts re-

ferred to in clinical documents. Syntactic fea-

tures are extracting using Stanford Parser [9]. 

 

4 Discussions 

The capability for model generation of each of 

the NLP based UML CASE tools systems pre-

viously discussed is illustrated in Table 2 and 

Table 3. Studies on automatically generating 

object models from NL text begin in 1996 

when [33] proposed a NLP system called LO-

LITA. This system is limited in extracting ob-

ject from NL text due to the fact that it is in-

capable of identifying classes. Also, this tool 

requires user’s intervention [38]. In the same 

year, Börstler [35] proposed RECORD tool 

which is able to generate use case diagram 

from NL requirements but relies on user inter-

vention in the object extraction process. 

After two years, Delisle et al. [36] developed 

robust linguistic tools for knowledge extrac-

tion from NL requirements description. DI-

PETT tool is used for syntactic analysis; 

meanwhile HAIKU tool is used for semantic 

analysis of NL text. 

The D-H system proposed in [36] is capable 

of automatic OO modeling but it can only cre-

ate Object Diagram from user requirements 

[32]. Later, Overmyer and Rambow [37] pro-

posed in 2001 a prototype tool called LIDA 

which provides a semi-automatic process of 

generating Class and Object Diagram [32]. 

Even though it is capable of identifying can-

didate classes and associations, LIDA requires 

considerable user intervention. 

15 Metathesaurus,  https://www.ncbi.nlm.nih.gov/ 

books/NBK9684/ 
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The prototype GOOAL tool proposed by Pe-

rez-Gonzalez in 2002 supports automatic OO 

modelling and it is able to produce static and 

dynamic models from NL requirements spec-

ifications. The underlying methodology con-

sists of role posets and 4W. The main disad-

vantage of this tool is that Class and Sequence 

Diagram are the only diagrams types gener-

ated [32].  

 

Table 2. The capability for model generation of UML CASE tools 

Diagram 

type 

Tool 

R
E

C
O

R
D

 

D
-H

 

L
ID

A
 

G
O

O
A

L
 

C
M

-

B
u

il
d

er
 

U
M

G
A

R
 

U
M

L
G

 

D
C

-B
u

il
d

er
 

R
A

P
ID

 

A
B

C
D

 

Use case Dia-

gram 
yes no no no no yes yes no no no 

Class Diagram no no yes yes yes yes yes yes yes yes 

Object Diagram no yes yes no no no no no no no 

Sequence Dia-

gram 
no no no yes no no yes no no no 

Collaboration 

Diagram 
no no no no no yes no no no no 

Activity Dia-

gram 
no no no no no no yes no no no 

 

 

In 2003, Harmain and Gaizauskasin presented 

CM-Builder tool which can automatically 

construct a UML class diagram based on OO 

analysis of textual requirements. This tool 

provides a limited linguistic analysis and can-

not capture candidate objects from NL text.  

The semi-automatic UMGAR tool presented 

by Deeptimahanti and Babar in 2009 assist de-

velopers in creating UML diagrams like Use-

case, Class and Collaboration diagram from 

NL requirements. This tool relies on three ef-

ficient technologies: Stanford Parser, Word-

Net2.1 and JavaRAP. The only drawback of 

this tool is that requires considerable user in-

tervention to eliminate irrelevant classes and 

to identify aggregation/composition relation-

ships among objects [38]. In the same year, 

Bajwa et al. presented the UMLG tool that is 

able to automatically analyze NL require-

ments and generate OO modeling on the basis 

of analyzed text. The approach presented in 

[30] highlights the NLP heuristics and domain 

ontology techniques used in the process of 

Class diagram, Activity diagram, Sequence 

diagram, Use Case generation. This tool is not 

based on user intervention but the input re-

quirement document is not free NL text [38]. 

The DC-Builder [34] tool proposed by Herchi 

and Abdessalem in 2012 also used NLP tech-

niques and domain ontology to automatically 

extract the UML Class Diagram from user re-

quirements. The main disadvantage of this 

tool is that it identifies just some concepts of 

class diagram such as: classes, attributes, as-

sociations, aggregation and generalization 

[34], [38]. 

In the same year, More and Phalnikar [46] pre-

sent the RAPID tool that is able to extract core 

concepts among with their relationships and 

produce UML diagrams using NLP heuristics 

and domain ontology. The RAPID uses the 

subsequent NLP technologies in order to ex-

tract these UML concepts from NL text: 

OpenNLP, Rapid Stemming Algorithm and 
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WordNet2.1. The only drawback of this tool 

is that the sentences from NL requirements 

have to satisfy a specific structure [38]. A 

more recent approach in presented in [38] by 

Karaa et al. where a tool called ABCD is able 

to generate UML class diagram from NL text 

using NLP technologies such as Standford 

NLP toolkit. This tool is able to extract con-

cepts related to UML class diagrams such as 

aggregation, composition, association multi-

plicity and generalization. The main disad-

vantage of this tool is the incapability of deal-

ing with redundant information problem the 

confusion of confuses the concepts of associ-

ation and method identification [38].  

 

 

Table 3. Comparison of existing UML CASE tools 

Year Tool Author 
User’s inter-

vention 
Limitations 

1996 LOLITA Mich [32] Yes Cannot identify classes 

1996 RECORD Börstler [34] Yes 

 

Considerable user intervention 

1998 D-H Delisle et al. 

[35] 

Automatic tool Can generate only Object Dia-

grams 

2001 LIDA Overmyer and 

Rambow [36] 

Semi-auto-

matic tool 

 

Needs considerable user interven-

tion 

2002 GOOAL Perez-Gonza-

lez [39] 

Automatic tool Can generate only Class and Se-

quence diagram 

2003 CM-

Builder 

Harmain and 

Gaizauskasin 

[41] 

Automatic tool Cannot capture candidate objects 

from NL text 

2009 UMGAR Deepti-

mahanti and 

Babar [42] 

Semi-auto-

matic tool  

Requires human interaction 

to eliminate irrelevant classes and 

to identify aggregation/ composi-

tion 

  

2009 UMLG Bajwa et al. 

[29] 

Automatic tool 

 

The input requirement document is 

not free NL text 

 

2012 DC-Builder Herchi and 

Abdessalem 

[33] 

Automatic tool Only some concepts are identified 

2012 RAPID More and 

Phalnikar [46] 

Can ask a user 

to change a 

sentence 

Each sentence in the requirements 

document has to satisfy a specific 

structure 

2015 ABCD Karaa et al. 

[37] 

Automatic Lacks advanced mechanisms to 

deal with redundant information 

problem and confuses the concepts 

of association and method identifi-

cation 

 

Regarding process modelling, studies from 

2007 to 2010 propose semi-automated meth-

ods for text conversion into process models. 

First researches on text transformation to vis-

ual representation started in 2007 when Ghose 
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et al. (2007) propose a Process Mapping ap-

proach that uses process proto-models. This 

approach is semi-automated as it requires do-

main knowledge. One year later, IBM came 

with another semi-automated approach having 

as result an UML Use-Case. They claim that a 

BPMN process model can easily be generated 

from it. Wang et al. [50], [51] started the re-

search on process mapping and, then, give it 

another functionally [52] by link it to process 

mining. Then, de Goncalves et al. (2009) [61] 

bring a new concept called TellStory, subse-

quently transformed into StoryMining [62].  

Starting from 2011, automated approaches 

have been developed. One of the most com-

prehensive researches on process models ex-

traction from natural language text is [56]. 

The authors propose as final result a BPMN 

model. Then, two approaches from medical 

[78] having as result CIG fragments repre-

sented with BPMN, respectively archaeologi-

cal [74] fields have been proposed. The only 

drawback of this approach [74] is that it gen-

erates and models only for one process in-

stance. The most recent study [72] provides a 

web-based application for process models ex-

traction from controlled natural language.  

 

Fig. 1. Process discovery from NL text: Evolution 

 

The majority of NLP libraries belong to NLTk 

framework [8] (e.g.: NLTKnMacMorphoCor-

pus, NLTkNGramTagger, NLTkRegExp-

Parser). 

 

5 Conclusions 

The main concern of the paper was to present 

the current status of the existing tools that con-

vert text to data and process models. In the OO 

analysis depicted for extracting UML core 

concepts NL descriptions, several NLP based 

CASE tools have been proposed. These tools 

utilize different levels or combinations of lev-

els of linguistic analysis in order to transform 

the NL specifications into OO models. A re-

view of approaches adopted by each UML 

CASE tool has been presented in chronologi-

cal order. Some of these tools such as 

GOOAL,  

UMLG or ABCD can automatically extract 

valuable information and generate data mod-

els from NL text. In contrast, there exist tools 

that require consistent human intervention in 

the process of UML diagrams generation. LO-

LITA, RECORD, LIDA or UMGAR tool are 

just a few NLP based systems that are based 

on user’s intervention. Even though signifi-

cant improvements have been made in the past 

years, none of these NLP based CASE tools 

are able to extract all the UML core concepts 

i.e. classes, objects and their respective, attrib-

utes, methods and associations. 

Stanford Parser and the lexical database 

WordNet2.1 are the most used NLP tech-

niques in the process of analyzing textual re-

quirements, extracting OO core concepts and 

generating UML diagrams.  

We also focused our attention to process mod-

elling, specifically to its automation. Only one 

recent study, to our knowledge, has come up 

with the state-of-the-art of [80], but it depicts 

few approaches, and only concerning business 

process models. We have addressed not only 

to business field, but also related to the medi-

cal and archaeological field [69]. An analysis 

engine for dependable elicitation on natural 

language use case description and its applica-

tion to industrial use cases. IBM Report, 

2008] does not remind the libraries used in or-

der to develop the tool, while [67], [74] are us-

ing algorithms from NLTk framework. Also, 

Stanford Parser is widely used in the analyzed 

studies [52], [62], [78], [74]. [56], [74] use 

lexical databases like WordNet and VerbNet. 

Moreover, Friedrich et al. (2011) [56] use 
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Anaphora resolution and [74] employs En-

chant as spelling checker. The only approach 

based on ANTLR library is [72]. 

From the research that has been carried out, it 

is possible to conclude that each tool employ 

different NLP libraries, the most used being 

the Stanford Parser that analyses the grammat-

ical structure of sentences.  
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