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In this paper is presented a new technique consisting in applying some pre-whitening and 

shrinkage methods followed by a neural network-based supervised approach for correlated 

noise removal purposed. In our work the type of noise and the covariance matrix of noise are 

known or can be estimated using the “white wall” method. Due to data dimensionality, a PCA-

based compression technique is used to obtain a tractable solution. The local memories of the 

neurons are determined using a supervised learning process based on the compressed pre-

processed inputs and the compressed version of the original images. The proposed method is 

evaluated using some of the most commonly used indicators and the results are reported in the 

third section of the paper. The conclusive remarks together with suggestions for further work 

are supplied in the final part of the paper.    
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Introduction 

Different types of imaging systems, as for 

instance digital cameras, medical imaging 

systems, infrared and radar remote sensing 

complexes induce noise in resulted digital im-

ages. Moreover, the acquisition and codifica-

tion of images in digital formats and the trans-

mission of the obtained images files through 

some communication channels usually af-

fected by noise are also known as processes 

that degrade images usually by additive noise. 

Because of this, the noise removal procedure 

is one of the most commonly used pre-pro-

cessing step in solving digital image pro-

cessing tasks. Therefore, a significant part of 

digital image procedures are dedicated to im-

age denoising, most of them being developed 

under the assumptions that the images are cor-

rupted by additive white noise [1], [2], [3], [4]. 

In our work, we keep the assumption about 

normality, but we consider that the superim-

posed noise affects neighbour image pixels in 

a correlated manner.  

During the past decade there have been re-

ported a series of correlated noise removal 

methods, most of them being based on time-

frequency and spatial-frequency image fea-

tures respectively. One of the first wavelet-

based techniques for correlated noise removal 

purposes was developed using a pre-whiten-

ing procedure followed by the wavelet thresh-

olding [5]. Another method models the noise-

free coefficients using a multivariate Gaussian 

Scale Mixture [6]. Also, image denoising us-

ing Hidden Markov Models in the wavelet do-

main based on the concept of signal of interest 

were reported in [7]. Other class of methods 

uses Discrete Cosine Transform (DCT) for 

noise removal in case the spatial correlation 

characteristics of the noise component can be 

estimated [8], [9]. More recently, a series of 

works concerning the sparsity of signals ex-

ploited for noise removal purposes based on 

spatial-frequency image features and princi-

pal/independent components analysis were re-

ported in [10], [11].  Higher criticism method 

for detecting signals that are both sparse and 

weak has been proposed to identify sparse sig-

nals in correlated noise, in more general de-

noising depending data problem context 

[12],[13]. Also, machine learning techniques 

such as neural architectures, support vector 

machines (SVM) and more sophisticated 

models were developed for solving different 

image processing tasks, including image res-

toration [14], [15], [16]. 

The aim of the paper is to report a pre-whiten-

ing procedure based on simultaneous diago-

nalization technique combined with a super-

vised learning method using neural networks 

for spatially correlated noise removal. In our 
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approach the type of noise and the covariance 

matrix of noise are known or can be estimated 

using the “white wall” method. Due to data di-

mensionality, a Principal Component Analy-

sis (PCA)-based compression technique is 

used to obtain a tractable solution [17]. 

 

2 The Proposed Methodology for Corre-

lated Noise Removal Purposes   

In our approach, the observed noisy images 

are considered to be grouped in d classes, each 

class being modelled as a n-dimensional ran-

dom vector and the entire set of images is rep-

resented in terms of a certain mixture vector 

 

x = x0 + η (1) 

 

where x0 models the set of the original 

cleaned images and 𝜂  is the Gaussian noise 

component,  𝜂~𝑁(0, 𝛴𝜂).  Note that we con-

sider the linear representation of digital im-

ages when defining the model (1). The work-

ing assumptions concerning the model (1) are 

that 𝑥0, 𝜂 are independent and the noise covar-

iance matrix 𝛴𝜂 can be estimated. One of the 

most commonly used technique to estimate 

the noise covariance matrix is the so-called 

“white wall technique”. If we consider 𝜇0 =

𝐸(x0), 𝛴0 = 𝐸((x0 − 𝜇0) ∙ (x0 − 𝜇0)
𝑇), 𝜇 =

𝐸(x), and 𝛴 = 𝐸((x − 𝜇) ∙ (x − 𝜇)𝑇), the pa-

rameters 𝜇 and 𝛴 can be estimated from avail-

able data and 𝜇0, 𝛴0 are estimated based on 

𝛴𝜂, 

𝜇0 ≅ 𝜇, 𝛴0 ≅ 𝛴 − 𝛴𝜂   (2) 

 

Let us denote by S the set of observed images. 

The basic working assumptions are that S con-

tains a subset 𝑆1 of observed images whose 

original, cleaned versions are available, and at 

least one image of each class belongs to 𝑆1. 

We denote by 𝑆0 the available original images 

and let 𝑆2 = 𝑆 ∖ 𝑆1.  The prosed methodology 

is of supervised type and consists in the fol-

lowing stages. 

Stage I. The training stage: 

1. Apply a certain correlated noise reduc-

tion procedure, CNRP, to the images be-

longing to 𝑆1 and get the set of pre-pro-

cessed images 𝐶𝑆1. 

2. Train a feed forward neural network, to 

learn the associations (𝐼, 𝐽), where  𝐼 ∈
𝐶𝑆1, 𝐽 ∈ 𝑆0 and they correspond to a cer-

tain noisy image in 𝑆1, that is there exists 

𝐼𝑛𝑜𝑖𝑠𝑦 ∈ 𝑆1 such that 𝐽 is the cleaned ver-

sion of 𝑁𝐼 and 𝐼 = 𝐶𝑁𝑅𝑃(𝐼𝑛𝑜𝑖𝑠𝑦).  Let 

𝑓𝑁𝑁 be  

the resulted function. 

Stage II. The testing stage, where new 

inputs are considered 

For each 𝐼 ∈ 𝑆2 

3. Compute 𝐼1 = 𝐶𝑁𝑅𝑃(𝐼) 

4. Compute an approximation of the 

cleaned version of 𝐼1,  𝐼𝑐𝑙𝑒𝑎𝑛𝑒𝑑 = 𝑓𝑁𝑁(𝐼1) 

Basically, the proposed methodology consists 

in a pre-processing step, where the noise com-

ponent is partially eliminated, followed by a 

neural network-based testing/forecasting pro-

cedure, applied in order to estimate and re-

move the still remaining noise. 

One of the main issues when digital images 

are used in neural network-based learning pro-

cedures is the data dimensionality. In order to 

reduce the computational complexity, a PCA-

based compression/decompression technique 

is applied. 

 

2.1 Simultaneous Diagonalization-Based 

Technique and Code Shrinkage Method for 

Correlated Noise Reduction 

The pre-processing step implements a decor-

relation-based noise reduction technique [18]. 

In case of the degradation model (1), the cor-

related noise reduction procedure (CNRP) is 

described as follows. 

Step 1. Data alignment and centring.  

Compute 

Y= x – E(x) (3) 
Obviously, we get 

𝑌 = 𝑥0 − µ0 +  𝜂 − µ𝜂 

 

Since the noise component and the observed 

signal are independent, the covariance matrix 

of the random vector Y is computed by
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Cov(Y, 𝑌𝑇)= Cov(𝑥0 − µ0 , (𝑥0 − µ0)
𝑇) + Cov(𝜂 − µ𝜂 , (𝜂 − µ𝜂)

𝑇)   

 Cov(Y, 𝑌𝑇) =  𝛴0 + 𝛴𝜂  (4) 

 

Step2. The decorrelation process 

Let A be the matrix simultaneously diago-

nalizing 𝛴0 and 𝛴𝜂. Note that the columns of 

A are a set of eigenvectors of the matrix 𝛴0
−1 ∙

 𝛴𝜂. We get  

 

{
𝐴𝑇𝛴0𝐴 = 𝐼𝑛   (5)

𝐴𝑇𝛴𝜂𝐴 = 𝛬   (6)
 

 

where 𝛬 =  𝑑𝑖𝑎𝑔 { λ1, λ2, … , λ𝑛} is the eigen-

values matrix of 𝛴0
−1 ∙  𝛴𝜂. 

We consider the transform  

𝑍 = 𝐴𝑇 ∙ 𝑌 (7) 

Obviously, 

𝑍 =  𝐴𝑇(𝑥0 − µ0) + 𝐴𝑇(𝜂 − µ𝜂)   (8) 

 

where 𝐴𝑇(𝑥0 − µ0), 𝐴
𝑇(𝜂 − µ𝜂) are inde-

pendent and the noise component is mainly 

contained by the term 𝐴𝑇(𝜂 − µ𝜂)  in (8). 

The covariance matrix Z is  

Cov (Z, 𝑍𝑇) = 𝐴𝑇𝛴0𝐴 + 𝐴𝑇𝛴𝜂𝐴 

Using (5) and (6), we get  

Cov (Z, 𝑍𝑇) =  𝐼𝑛 +  𝛬 (9) 

Let us denote by 𝜂′ the noise term, 

𝜂′ = 𝐴𝑇(𝜂 − µ𝜂)=𝐴𝑇 𝜂 

The covariance matrix of 𝜂′ is 

 

𝐶𝑜𝑣(𝜂′, 𝜂′𝑇) = 𝐴𝑇𝐶𝑜𝑣(𝜂 − µ𝜂 , (𝜂 − µ𝜂)
𝑇)𝐴 = 𝐴𝑇𝛴𝜂𝐴 = 𝛬 (10) 

 

Since A is a constant matrix, 𝜂~𝑁(0, 𝛴𝜂) and 

using (10), we obtain that 𝜂′~ N(0, 𝛬). In 

other words, the additive noise component 

contained by the random vector 𝑍 is basically 

white noise.  

 

Step 3. Code shrinkage 

The aim of the procedure is to remove the 

noise component from Z using a code shrink-

age function defined as follows 

𝐺(𝑍) = (𝑔1(𝑧1),… , 𝑔𝑛(𝑧𝑛))
𝑇
 

 

where 𝑍 = (𝑧1, 𝑧2, … , 𝑧𝑛)𝑇 and 𝑔𝑖(𝑧𝑖) =

sign(𝑧𝑖)𝑚𝑎𝑥(0, |𝑧𝑖| − √2 𝜆𝑖), 1 ≤ 𝑖 ≤ 𝑛 

Compute  

𝑍0 = 𝐺(𝑍) 
 

Step 4. Noise reduction 

The obtained random vector 𝑌0 is computed 

based on the following relation  

 

𝑍0 = 𝐴𝑇𝑌0 (11) 

Using (5) and (6) we get  

𝐴𝐴𝑇 = 𝛴0
−1 

𝐴𝑍0 =  𝐴𝐴𝑇𝑌0 = 𝛴0
−1 𝑌0 

and, consequently, 

𝑌0 = 𝛴0𝐴 𝑍0 (12) 

 

Step 5. Image restauration 

The restored version of  𝑥0 is obtained by ap-

plying the inverse transform as follows. 

 

�̂�0 = 𝑌0 +  𝐸(𝑥) 

Using (12) we get  

�̂�0 = 𝛴0𝐴𝑍0 + 𝐸(𝑥) (13) 

 

From the implementation point of view, the 

above-mentioned method is applied as fol-

lows.  

Let 𝑂𝑆 = {(𝑥1
𝑖 , 𝑥2

𝑖 , … , 𝑥𝑁𝑖

𝑖 ), 1 ≤ 𝑖 ≤ 𝑚} be a 

set of noisy observed images modelled by a 

certain random vector x defined by (1). For 

each 1 ≤ 𝑖 ≤ 𝑚, (𝑥1
𝑖 , 𝑥2

𝑖 , … , 𝑥𝑁𝑖

𝑖 ) represent the 

noisy versions of a certain image 𝑥𝑖 transmit-

ted through a communication channel 𝑁𝑖 

times, where 𝑁𝑖 ≥ 1. In case a new noisy im-

age 𝑥𝑛𝑒𝑤 is received, the noise reduction pro-

cedure is applied based on the following 

scheme. 

Stage 1. Apply CNRP to (𝑥1
𝑖 , 𝑥2

𝑖 , … , 𝑥𝑁𝑖

𝑖 ), 1 ≤

𝑖 ≤ 𝑚 and get (�̂�1
𝑖 , �̂�2

𝑖 , … , �̂�𝑁𝑖

𝑖 ), 1 ≤ 𝑖 ≤ 𝑚. 

The corresponding CNRP procedure is char-

acterized by the parameter A, 𝛬,G, E(x) and 

𝛴0 

Stage 2. Apply  CNRP to 𝑥𝑛𝑒𝑤 using the pa-

rameters computed at Stage 1, 

 

𝑌𝑛𝑒𝑤 = 𝑥𝑛𝑒𝑤 − 𝐸(𝑥)𝑍𝑛𝑒𝑤 = 𝐴𝑇  𝑌𝑛𝑒𝑤 
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𝑍0,𝑛𝑒𝑤 = 𝐺(𝑍𝑛𝑒𝑤) 

�̂�𝑛𝑒𝑤 = 𝛴0𝐴𝑍0,𝑛𝑒𝑤 + 𝐸(𝑥) 

 

2.2 The Neural Network-Based 

Methodology for Noise Removal Purposes 

A noise removal technique based on a neural 

architecture is introduced in this sub-section.   

Artificial neural networks represent a machine 

learning technology with applications in such 

various areas, as for instance digital signal 

processing, time series analysis, pattern 

recognition. The main property of neural net-

works is the ability to learn from data with (su-

pervised learning) or without (unsupervised 

learning) a teacher. The structure of a neural 

network is closely related to the learning algo-

rithm used to train the network. From the 

structure point of view, there are three classes 

of neural architectures, namely single-layer 

feed forward networks, multilayer feed for-

ward networks and recurrent networks. The 

single-layer feed forward architecture con-

tains an input layer of nodes that projects onto 

an output layer containing computation nodes, 

being of acyclic type. The multilayer feed for-

ward networks are characterised by the pres-

ence of at least one hidden layer whose com-

putation nodes are hidden neurons. The hid-

den neurons are meant to somehow usefully 

intervene between the input external nodes 

and the output nodes. More precisely, the hid-

den computation nodes extract progressively 

more meaningful features from the input vec-

tors. Recurrent networks differ from feed for-

ward neural networks in that they have one or 

more feedback loops [19].     

In our work we used a standard multilayer 

feed forward neural network having a single 

hidden layer, 𝐹𝑋 → 𝐹𝐻 → 𝐹𝑌. The information 

moves from the nodes belonging to the input 

layer 𝐹𝑋 through the hidden layer 𝐹𝐻 and then 

to the output layer 𝐹𝑌, without any feedback 

loops or cycles. 

Let |𝐹𝑋|, |𝐹𝑌| and |𝐹𝐻| be the sizes of the input 

layer, output layer and hidden layer respec-

tively. The number of neurons in the input 

layer corresponds to the input size, while the 

size of the output layer is given by the output 

dimension. The number of neurons in the hid-

den layer is usually set according to the fol-

lowing equations [20] 

 

|𝐹𝐻| = 2√(|𝐹𝑌| + 2)|𝐹𝑋|     (14) 

 

|𝐹𝐻| = √(|𝐹𝑌| + 2)|𝐹𝑋| + 2√
|𝐹𝑋|

(|𝐹𝑌| + 2)
   (15) 

 

|𝐹𝐻| = √|𝐹𝑋| ∙ |𝐹𝑌|     (16) 

 

|𝐹𝐻| =
4 ∙ |𝐹𝑋|2 + 3

|𝐹𝑋|2 − 8
 , 𝑤ℎ𝑒𝑛 |𝐹𝑌| = 1  (17) 

 

Since in our approach |𝐹𝑌| > 1, we consider a 

modified variant of (15) to establish the num-

ber of neurons in the hidden layer.  

The supervised technique implemented to 

train the neural network is the Levenberg-

Marquard variant of the backpropagation al-

gorithm. The Levenberg-Marquard algorithm is 

one of the most efficient optimization methods 

and provides a numerical solution of nonlinear 

least squares minimization problem based on 

Newton optimization technique. The iterative pro-

cess is inspired by the hill-climbing procedure and 

uses Singular Value Decomposition technique to 

compute the updated weights of each connection.  

Let 𝑆𝑂 = {(𝑥1
𝑖 , 𝑥2

𝑖 , … , 𝑥𝑁𝑖

𝑖 ), 1 ≤ 𝑖 ≤ 𝑚} be 

the set of noisy images.  We denote by 

{𝑥1, … , 𝑥𝑚} the set of the original, cleaned im-

ages and let (�̂�1
𝑖 , �̂�2

𝑖 , … , �̂�𝑁𝑖

𝑖 ), 1 ≤ 𝑖 ≤ 𝑚 be the 

pre-processed variants of images belonging to 

OS. The proposed neural network is designed 

to associate each image �̂�𝑗
𝑖 , 1 ≤ 𝑖 ≤ 𝑚, 1 ≤

𝑗 ≤ 𝑁𝑖 to its original variant, 𝑥𝑖, e.g. to com-

pute 𝑓𝑁𝑁 such that 
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𝑥𝑖 = 𝑓𝑁𝑁(�̂�𝑗
𝑖), 1 ≤ 𝑖 ≤ 𝑚, 1 ≤ 𝑗 ≤ 𝑁𝑖   (18) 

 

In other words, the neural architecture 

“learns” the difference between the images re-

stored using the CNRP procedure and the 

original images. 

A new image 𝑥𝑛𝑒𝑤 is cleaned using the pro-

posed neural architecture by computing the re-

sulted output of the network based on (18), 

 

𝑥𝑐𝑙𝑒𝑎𝑛𝑒𝑑𝑛𝑒𝑤
= 𝑓𝑁𝑁(�̂�𝑛𝑒𝑤)  (19) 

where 

�̂�𝑛𝑒𝑤 = 𝐶𝑁𝑅𝑃(𝑥𝑛𝑒𝑤) 
 

In order to reduce the computational complex-

ity of the proposed neural network-based 

methodology, the images are compressed us-

ing a standard PCA method, the outputs being 

decompressed using the same PCA parame-

ters. The procedure is described in [18].   

 

3 Experimentally Derived Results Con-

cerning the Performance of the Proposed 

Methodology 

A long series of tests concerning the accuracy 

and generalization capabilities of the pro-

posed neural network-based correlated noise 

removal procedure have been conducted. 

Some of the obtained results are presented in 

the following.  

The tests were performed on a standard data-

base, namely Senthil face images dataset, con-

taining images of 5 human faces, 16 images 

for each person [21]. In the first test, the noise 

covariance matrix is assumed to be of 15x10 

dimensions. In other words, the noise is as-

sumed to be spatially correlated in 15x10 win-

dowed neighbourhoods. The second experi-

ment was conducted where 22x20 covariance 

matrix of the noise component is considered. 

The pre-processing step used 75 images of 5 

persons, for each human face being used 15 of 

its available versions. The tests performed in 

order to evaluate the quality of the trained 

family of neural networks used the rest of 5 

images, one for each person.  

In our tests the working assumptions are that 

the noise affects the images at 15x10 and 

22x20 block level respectively. Consequently, 

the pre-processing step and the neural network 

learning and testing procedures are imple-

mented by splitting the images into 15x10 and 

22x20 blocks. 

The quality of a certain test image 𝑇 =

(𝑡(𝑥, 𝑦)) computed in case 𝑅 = (𝑟(𝑥, 𝑦)) is 

the reference image of the same size (𝑛𝑥, 𝑛𝑦) 

can be evaluated many ways. In our tests two 

of the most commonly used measures, namely 

Signal-to-Noise Ratio (SNR), and Root Mean 

Squared Signal-to-Noise Ratio (SNR_RMS) 

indicators were applied, where [1], [2] 
 

𝑆𝑁𝑅(𝑅, 𝑇) = 10 ∗ 𝑙𝑜𝑔10 [
∑ ∑ (𝑟(𝑥, 𝑦))

2𝑛𝑦

𝑦=1
𝑛𝑥
𝑥=1

∑ ∑ (𝑟(𝑥, 𝑦) − 𝑡(𝑥, 𝑦))
2𝑛𝑦

𝑦=1
𝑛𝑥
𝑥=1

]    

 

𝑆𝑁𝑅_𝑅𝑀𝑆(𝑅, 𝑇) = √
∑ ∑ (𝑟(𝑥, 𝑦))

2𝑛𝑦

𝑦=1
𝑛𝑥
𝑥=1

∑ ∑ (𝑟(𝑥, 𝑦) − 𝑡(𝑥, 𝑦))
2𝑛𝑦

𝑦=1
𝑛𝑥
𝑥=1

   

 

In order to ensure a certain accuracy degree, 

the PCA compression thresholds 𝜀1, 𝜀2 are es-

tablished such that 𝜀1 ≅ 10−4, 𝜀2 ≅ 10−5. 

The first threshold value corresponds to the 

pre-processed input images, while the second 

one is related to the original images, the out-

puts of the neural network. The compression 

thresholds are used to determine the number 

of neurons in the input and output layer re-

spectively.  The size of each hidden layer is 

established based on the following relation 
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|𝐹𝐻| =

[
 
 
 
 
 
√(|𝐹𝑌| + 2)|𝐹𝑋| + 2√

|𝐹𝑋|
(|𝐹𝑌| + 2)

𝑐

]
 
 
 
 
 

 

 

where 𝑐 ≅ 1.5, due to the problem complex-

ity. 

 

 

Test 1. The noise component affects 15x10 

windowed neighbourhoods 

A noisy image belonging to SO, together with 

its pre-processed variant and the resulted 

cleaned version are presented in Figure1. In 

this case, the output image computed by the 

proposed neural architecture coincides with 

the original one, except the decompression er-

ror. 

  

   
Fig. 1. The noisy image, the pre-processed image and the cleaned image 

  

Three of the test images from the Senthil da-

tabase and their versions resulted by applying 

the pre-processing step are shown in Figure 2 

and Figure 3 respectively. Their cleaned ver-

sions computed by the resulted family of 

trained neural networks are shown in Figure 4. 

Note that the images are new, unseen yet, 

from the point of view of pre-processing step 

and from the neural network testing stage 

point of view. In other words, their corre-

sponding original images are not known, 

some variants of them being computed using 

our proposed methodology. The quality of the 

restoration procedures expressed in terms of 

the indicators SNR and SNR_RMS are sum-

marized in Table 1. 

 

   
Fig. 2. New, unseen yet, noisy images 
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Fig. 3. The pre-processed variants of images shown in Figure 2 

 

   
Fig. 4. The resulted cleaned images 

 

Table 1. The qualitative analysis 
 SNR-RMS / image SNR /image 

Noisy images ver-
sus original images 

7.13, 7.79, 6.74 17.06, 17.83, 16.58 

Cleaned images (us-
ing the pre-processing 
step) versus original 
images 

8.40, 9.64, 8.30 18.49, 19.68, 18.38 

Cleaned images (us-
ing NN’s) versus origi-
nal images 

12.46, 33.71, 28.34 21.91, 30.55, 29.05 

 

Test 2. The noise component affects 22x20 

windowed neighbourhoods 

In Figure 5 a noisy image belonging to SO, its 

pre-processed variant and the resulted cleaned 

version are depicted. Note that the output im-

age computed by the proposed neural archi-

tecture coincides with the original one, except 

the decompression error.  

 

   
Fig. 5. The noisy image, the pre-processed image and the cleaned image 
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Three of the test images from the Senthil da-

tabase and their versions resulted by applying 

the pre-processing step are displayed in Figure 

6 and Figure 7 respectively. Their versions 

computed by our method are shown in Figure 

8. The corresponding original images of the 

signals presented in Figure 6 are not known. 

The quality of the restoration procedures ex-

pressed in terms of the indicators SNR and 

SNR_RMS are summarized in Table 2. 

 

   
Fig. 6. New, unseen yet, noisy images 

 

   
Fig. 7. The pre-processed variants of images dispicted in Figure 6 

 

   
Fig. 8. The resulted cleaned images 

 

Table 2. The qualitative analysis 
 SNR-RMS / image SNR /image 

Noisy images ver-
sus original images 

8.37, 9.03, 7.95 18.45, 19.11, 18.00 

Cleaned images (us-
ing the pre-processing 
step) versus original 
images 

8.38, 11.15, 9.59 18.47, 20.95, 19.63 

Cleaned images (us-
ing NN’s) versus origi-
nal images 

12.60, 29.27, 24.98 22.01, 29.32, 27.95 



74  Informatica Economică vol. 20, no. 3/2016 

DOI: 10.12948/issn14531305/20.3.2016.07 

4 Conclusions and Suggestions for Further 

Work 

The work reported in the paper aims the de-

velopment of a new neural network-based 

methodology for correlated noise removal 

purposes. The methodology consists in a pre-

processing step, where the noise component is 

partially eliminated, followed by a neural net-

work-based testing/forecasting procedure, ap-

plied in order to estimate and remove the still 

remaining noise. Since during the learning 

phase the inputs are given by pre-processed 

compressed images and the outputs represent 

their corresponding compressed original, 

cleaned images, each neural network is de-

signed such that, for a given new pre-pro-

cessed noisy image, to somehow evaluate the 

quantity of still remaining noise in order to re-

move it.  

The performance of the proposed method is 

evaluated by a long series of tests, the results 

being very encouraging, entailing the hope 

that more sophisticated extensions can be ex-

pected to improve it. Some work concerning 

the use of other compression/decompression 

methods together with new feature extraction 

techniques is still in progress. 
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