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The present paper starts from a short introduction of the major aspects debated regarding the 

stylometric measures used for extracting the personal signature added by a particular author 

to its English written works. Those measures are used in the context of indicating an author 

from a limited cardinality set of authors being given a set of documents or a defined indicators 

values which characterizes the semantic way that an author is writing its works. The paper 

addresses the problems of the semantic level of a work depending on the tokens that he uses in 

the paper, tokens that are extracted in a preprocessing step of analysis. The tokens are defined 

using a lexical ontology, for the English words referring to WordNet, and the automatic ex-

tracting of those tokens from the words found in the particular processed papers. The main 

vocabulary richness evaluation metrics are presented taking into account the major literature 

review and extracting the main steps into a new proposed metric that is combining the vocab-

ulary richness with the semantic layer of a paper. The concept of author mark is described. The 

objective of this research paper is highlighted into the new proposed metric that is non-depend-

ent on the main subject discussed in the analyzed paper. This objective leads to a general metric 

that combines documents from different subjects into a metric that can describe the vocabulary 

richness of a specific author depending on the works that he had written. Furthermore, the 

analysis is conducting into a time evolution of this metric, using the extraction of the trend of 

the author’s vocabulary richness indicator. Using a set of 13 years values of this indicator upon 

a specific author, the results are presented in this research paper. Future work refers to insert-

ing this metric into a general description of the author mark into his specific English written 

works.  

Keywords: Stylometry analysis, Metrics, Author Mark, Lexical Ontology, Time-Trend Analysis, 

Intrinsic Plagiarism Detection 

 

Introduction 

Intrinsic plagiarism detection implies the 

recognition of those parts of text within a doc-

ument that are different taking into account 

the writing style of a certain author. Those 

parts are later on analysed as input data for the 

verification using external plagiarism detec-

tion tools. If a document in written by a single 

author, it is supposed that the passages written 

by him to be similar accordingly to its unique 

writing style.  

Using this technique of comparing the writing 

style within each part of text from the papers 

written by multiple authors and adding unsu-

pervised automatic classification techniques, 

those parts of text are grouped in clusters de-

pending on the membership of each author. 

The problem of plagiarism detection using 

this type of analysis involves extracting the 

unique writing style of each author, method 

also called stylometry analysis. Having a set 

of characteristics that best describes in a 

unique manner the writing style of an author, 

a metric is created for value description of per-

centage membership of documents to authors.  

In the research conducted in [3], [4], [5], [6], 

[7], [8] and [10], the problems and methods of 

inserting intrinsic plagiarism are referred, 

adding into the discussion also the stylometry, 

the writing style of a specific author over his 

history of research or just within a single doc-

ument.  

Regardless of the type of plagiarism evalua-

tion, intrinsic or external one, it is very im-

portant to determine the set of characteristics 
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that must be taken into account in order to ob-

tain as accurate results as possible. Those 

characteristics depend on the set of analysed 

documents, the language in which the docu-

ments are written and also the type of docu-

ments. The present research paper addresses 

the problem of literary English written docu-

ments by English native or European authors. 

For extracting from the initial set of docu-

ments the semantic analysis that describes the 

stylometry, multidimensional analysis is used. 

Chapter 2 reveals the relation between seman-

tic analysis and main vocabulary richness 

metrics used in order to extract a value indica-

tor of the words found in the analysed authors’ 

set of written documents, transformed into to-

kens, and the semantic distances between 

them. The terms of words, tokens and fre-

quency appearance are presented along with 

the main set of features of written style. The 

pre-processing phase is also presented, a step 

needed to convert words into WordNet to-

kens.  

In chapter 3, the improved semantic richness 

vocabulary metric is presented and defined 

along with an example of applying in upon a 

given phrase. The time evolution analyses is 

done within chapter 4, where 13 years values 

are inserted into a time series. Using three 

methods, absolute mean change, average in-

dex and linear regression, the trend indicator 

is evaluated. Comparing the sum of squared 

errors of the three methods, the linear regres-

sion method is chosen for the forecast. The 

conclusions are withdrawn in chapter 5 along 

with the future work directions. 

 

2 Vocabulary Richness Metrics In Stilome-

try Analysis 

For analysis of an author's style of writing in 

the context of external analysis or intrinsic 

characteristics of plagiarism, the richness of 

vocabulary is defined as the characteristic of 

the author defines the degree to which the au-

thor uses words in a wider or narrower vocab-

ulary. This feature was demonstrated in works 

such as [1], [2], as a feature closely related to 

the author, it can be fed into optimal set of fea-

tures of the style of writing. 

Table 1 contains a list of metrics used to assess 

vocabulary wealth within the set of features 

writing, detailing the variables in formulas de-

fined metrics that are presented in this paper 

[1]. 

 

Table 1. Formulas for assessing the richness 

of vocabulary within the set of features of 

writing style 

Vocabulary richness metrics 

𝑻𝒚𝒑𝒆 − 𝑻𝒐𝒌𝒆𝒏 = 𝑽/𝑵 

𝑲 = 𝟏𝟎𝟒 (∑ 𝒊𝟐𝑽𝒊 − 𝑵) /𝑵𝟐 

𝑹 = 𝑽
√𝑵

⁄  

𝑪 =
𝐥𝐨𝐠 𝑽

𝐥𝐨𝐠 𝑵⁄  

𝑯 =  
(𝟏𝟎𝟎 𝐥𝐨𝐠 𝑵)

(𝟏 −
𝑽𝟏

𝑽⁄ )
⁄  

𝑬𝒏𝒕𝒓𝒐𝒑𝒚 =  −𝟏𝟎𝟎 ∑ 𝒑𝒗 𝐥𝐨𝐠 𝒑𝒗 

 

where: 

N – total number of words in the document an-

alyzed; 

V – total concepts identified in the set of 

words; 

Vi – total concepts that appear of i times in the 

document; 

pv – the relative frequency of the most v pre-

sent concept in the document.  

 

Preprocessing phase for drawing text vocabu-

lary wealth consists in separating the words of 

the text or analyzed fragment text, eliminating 

spaces and punctuation. An optimization of 

the processing and disposal is given connect-

ing words, which are present in any text writ-

ten by different authors. Denoting with V the 

set of words resulting from the preprocessing 

phase, 𝑊 =  {𝑤1, 𝑤2, … , 𝑤𝑖, … , 𝑤𝑁}, insert 

the analysis and ontology WordNet lexical set 

of unique concepts for generating recovered 

from the initial set of words W intersection 

concepts in WordNet by reducing duplication 

and creating vector occurrences of each con-

cept found so: 

{
𝑇 = {𝑡1, 𝑡2, … , 𝑡𝑖, … , 𝑡𝑛𝑡}

𝑛𝑎𝑝 = {𝑛𝑎𝑝1, 𝑛𝑎𝑝2, … , 𝑛𝑎𝑝𝑖, … , 𝑛𝑎𝑝𝑛𝑡}
 

where: 
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 T represents the set of unique concepts 

identified in the text and found in ontology 

WordNet; 

 nap represent the set made up of the num-

ber of occurrences of each concept from 

the T set in the analyzed document. 

While most indicators measuring the wealth 

of vocabulary used by the author of the work 

refers to the relationship between the number 

of unique words identified in a analyzed text 

in relation to the total number of existing 

words in that text, these metrics do not ac-

count instead the existing semantic compo-

nent derived from those specific words ex-

tracted. Also proposed metrics extracted from 

the literature and does not assess the time 

course of this feature is implemented in a very 

high percentage in assessing a person's writing 

style. 

Starting from this issue, it needs metrics to 

evaluate the proposal while richness of vocab-

ulary used in this document under review and 

in previous documents, if they exist. Metric 

uses the number of words found, WordNet 

lexical concepts identified using ontology ex-

traction through processing of root words and 

functions for calculating distances between 

any two concepts from WordNet. 

 

3 Improved Metric for Evaluating the Vo-

cabulary Richness In The Presence Of Se-

mantic Relations 

Impact of using this metric is given by the se-

mantic side added in the set of words used in 

an analyzed text. By enriching this metric with 

semantic analysis feature generates a complex 

stylometry, the local point of view and in 

terms of the time course. 

Thus, ISRV, Indicator of Semantics Richness 

of Vocabulary, it is defined as being equal to: 

N

tdnap

ISRV

nt

i

ii




 1

)max(

 

where: 

 𝑛𝑎𝑝𝑖 represent the number of unique in-

stances of the word founded on the posi-

tion i of the unique set of terms extracted 

from the analyzed document; 

 𝑛𝑡 represent the cardinality of the set of 

unique terms extracted from the analyzed 

document; 

 𝑑𝑚𝑎𝑥(𝑡𝑖) is the maximum distance be-

tween single term and any other single 

term extracted from the set of terms, 

𝑑𝑚𝑎𝑥(𝑡𝑖) = max
𝑘

𝑘≠𝑖

𝑑(𝑡𝑖, 𝑡𝑘), distance is 

calculated using semantic distances de-

fined in the WordNet lexical ontology, 

[9]; 

 𝑁  is the cardinality of the set of words, 

single or not, extracted from the analyzed 

document resulting from the prepro-

cessing phase of the text. 

The indicator ]1;0[ISRV , and a value of the 

distances 𝑑𝑚𝑎𝑥(𝑡𝑖) → 0, ∀𝑖 = 1, 𝑛𝑡̅̅ ̅̅ ̅̅  lead to 

the indicator value 0ISRV . Interpretation 

of this context consists of a document which 

is composed of words, possible distinctive or 

not, but who find themselves in the same se-

mantic area in terms of the distance of the se-

mantic ontology WordNet.  

The opposite situation, where the 

𝑑𝑚𝑎𝑥(𝑡𝑖) → 1, ∀𝑖 = 1, 𝑛𝑡̅̅ ̅̅ ̅̅ , transforms pro-

posed indicator signs consistent with existing 

literature and specialty used to measure 

wealth vocabulary used by an author in a text 

or fragment text. 

Table 2 contains examples of running the pro-

posed metrics to assess the initial results. To 

assess the distance between any two concepts 

within the ontology Word-Net is used metric 

type Path Length, 𝑑𝑃𝐴𝑇𝐻(𝑐1, 𝑐2) =
1

𝑙𝑔(𝑐1,𝑐2)
, metric 

that takes values in the range [0; 1]. It is also 

made a comparative analysis of the proposed 

metric type Type - Token metric format gen-

erally accepted assessment wealth vocabu-

lary.  

The metric proposed, based on metrics type 

Unique concept - Words and weighted dis-

tances semantic statements based on ontology 

WordNet added, besides the transformation of 

words into concepts WordNet, and distances 

semantic maximum of words, generating a 

component semantic not inserted in research 

on evaluation, measuring and interpreting the 

wealth of vocabulary used by an author in a 

text or piece of text written in English. 
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Table Error! No text of specified style in document.. ISRV metric rolling on a set of testing 

compared to standard metric Type - Token 

Analyzed fragment text Vocabulary richness metrics are in depth ana-

lyzed in order to propose a new metric for eval-

uating the richness of the vocabulary used by 

authors of different documents by adding the se-

mantic layer as a further characterization. 

Set of contains words ob-

tained from the prepro-

cessing 

{Vocabulary, richness, metrics, are, in, depth, 

analyzed, in, order, to, propose, a, new, metric, 

for, evaluating, the, richness, of, the, vocabu-

lary, used, by, authors, of, different, documents, 

by, adding, the, semantic, layer, as, a, further, 

characterization} 

Set of words obtained 

from the elimination of 

connection words 

{Vocabulary, richness, metrics, depth, analyzed, 

propose, new, metric, evaluating, richness, vo-

cabulary, used, authors, different, documents, 

adding, semantic, layer, further, characteriza-

tion} 

Set of extracted WordNet 

concepts 

{Vocabulary, richness, metric, depth, analyze, 

propose, new, metric, evaluate, use, author, dif-

ferent, document, add, semantic, layer, further, 

characterization} 

Metric result Type-Token Type – Token = 20/36 = 0.55 

Metric result ISRV ISRV = 0.26 

Compared analyze The proposed metric, ISRV, weighs the result 

obtained by Type-Token metric in the sense of 

semantic similarity. Even if reducing words to 

concepts identified in the text WordNet unique 

value ratio is 0.55 (55%) is not considered the 

component of the semantic approach. 

In the analyzed text, there are different concepts 

from WordNet or close in similarity with a dis-

tance value which tends to 0. Thus, expressed in 

metric ISRV more realistic vocabulary richness 

found in a text document or analyzed fragment 

text. 

 

Extending the analysis of the wealth of vocab-

ulary and semantic distance between concepts 

with the time evolution of this characteristic 

oriented authors, the defining trend for this in-

dicator. 

 

4 Time Evolution Analysis of the Proposed 

Vocabulary Richness Metric 

Context of analysis is given by an initial set 

composed of documents drawn up by a spe-

cific author for doing analysis and will regis-

ter the proposed metric values ISRV for each 

document. This set is sorted chronologically, 

in order to generate a time series. Noting with 

D, the initial set of analyzed documents, 

where 𝐷 = {𝐷1, 𝐷2, … , 𝐷𝑖, … 𝐷𝑛𝑑} and nd is 

the cardinality of this set, is calculated the 

metric values set of ISRV applied in each doc-

ument. It is noted that the documents in the set 

D are sorted chronologically. In this way, the 

time series is obtained 

},...,,...,,{ 21 ndi ISRVISRVISRVISRVISRV  , 

with cardinality equal to the initial set of 

words. 

The analysis aims to identify trends that you 

have the indicator that measures the semantic 
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richness of the vocabulary used by the author, 

during the analyzed time series. Where there 

are several documents written by the author 

during the same year, the indicator ISRV for 

the year is calculated as the arithmetic average 

of the indicator values ISRV recorded in the 

documents of the equal years. 

To evaluate the trend indicator authoring 

plays, is defined time series using three meth-

ods of estimating the trend: 

 absolute mean change method implies a 

linear dependencies form an arithmetic 

progression in which each term of the se-

ries is formed from the initial period, first 

term in terms of time, and adding an alge-

braic delay multiplied by the mean abso-

lute change; this method is suitable in the 

context of first-degree linear dependen-

cies; 

nditISRVISRVi ,1),1(11 

 

 average index method It requires an expo-

nential dependence of the shape of a geo-

metric progression in which each term of 

the series is made from the original dead-

line by multiplying it by the average index 

of dynamic exponentially; this method is 

unsuitable for an exponential dependence 

between the indicator ISRV and series of 

time periods; 

nditIISRVISRV i

i ,1),1()( 1

12  

 

 linear regression method is the only 

method proposed in the present example 

for analysis of the type of analytical meth-

ods and involves estimating an equation of 

first degree estimation carried out using 

the method of least squares; form the trend 

is given by: 

ndiiISRVi ,1,3    

Choosing the best method for approximating 

the trend which it has ISRV indicator over 

time involves comparing the sum of squared 

errors caused by the three estimation proposed 

methods: 



















j
j

nd

i

ijij

SS

jISRVISRVS

3,1

*
1

2

max

3,1,)(
 

For the detailed analysis of the proposed 

ISRV indicator values are extracted for an au-

thor over a period of 13 years, nd=13. Values 

are given by the set:

 

}48.050.049.047.038.039.047.045.050.029.040.037.035.0{ISRV

 

Figure 1 shows the evolution of ISRV indica-

tor over 13 years. 

 

 
Fig. 1. Evolution of ISRV indicator  
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A preliminary analysis of the resulting chart 

shows an increasing trend indicator ISRV 

value, generating an interpretation on the use 

of vocabulary development by increasing its 

level of wealth semantic analysis. 

To predict developments in the next period of 

research, it must be running three extraction 

methods of trend. 

Table 3 contains the calculations estimated us-

ing the first method absolute mean change 

method to generates series. 

Table 3. Trend estimate calculations using the absolute mean change method 

Year(i) ISRV  
1iISRV  1iISRVISRV   

2

1 )( iISRVISRV   

1 0.35 0.350 0.000 0 

2 0.37 0.381 -0.011 0.000117 

3 0.4 0.422 -0.022 0.000469 

4 0.29 0.323 -0.033 0.001056 

5 0.5 0.543 -0.043 0.001878 

6 0.45 0.504 -0.054 0.002934 

7 0.47 0.535 -0.065 0.004225 

8 0.39 0.466 -0.076 0.005751 

9 0.38 0.467 -0.087 0.007511 

10 0.47 0.568 -0.098 0.009506 

11 0.49 0.598 -0.108 0.011736 

12 0.5 0.619 -0.119 0.014201 

13 0.48 0.610 -0.130 0.0169    
𝑺𝟏 0.076285 

∆̅ 0.010833 
 

 

Table 4 contains a series of calculations which 

generates estimated by using the second 

method, the average index method. 

 

Table 4. Trend estimate calculations using the average index method 

Year(i) ISRV  
1iISRV  1iISRVISRV   

2

1 )( iISRVISRV   

1 0.35 0.350 0.000 0.00000 

2 0.37 0.381 -0.011 0.00012 

3 0.4 0.424 -0.024 0.00056 

4 0.29 0.316 -0.026 0.00068 

5 0.5 0.561 -0.061 0.00370 

6 0.45 0.519 -0.069 0.00483 

7 0.47 0.558 -0.088 0.00781 

8 0.39 0.477 -0.087 0.00754 

9 0.38 0.478 -0.098 0.00963 

10 0.47 0.609 -0.139 0.01921 

11 0.49 0.653 -0.163 0.02656 

12 0.5 0.686 -0.186 0.03449 

13 0.48 0.677 -0.197 0.03899    
𝑺𝟐 0.15411 

�̅� 1.02913 
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Table 5 contains the series of calculations 

which generates estimated using the third 

method, the method of linear regression. 

 

Table 5. Trend estimate calculations using the linear regression method 

 Year(i) ISRV  
1iISRV  1iISRVISRV   

2

1 )( iISRVISRV   

 1 0.35 0.359230769 -0.00923 8.52071E-05 

 2 0.37 0.370384615 -0.00038 1.47929E-07 

 3 0.4 0.381538462 0.018462 0.000340828 

 4 0.29 0.392692308 -0.10269 0.01054571 

 5 0.5 0.403846154 0.096154 0.009245562 

 6 0.45 0.415 0.035 0.001225 

 7 0.47 0.426153846 0.043846 0.001922485 

 8 0.39 0.437307692 -0.04731 0.002238018 

 9 0.38 0.448461538 -0.06846 0.004686982 

 10 0.47 0.459615385 0.010385 0.00010784 

 11 0.49 0.470769231 0.019231 0.000369822 

 12 0.5 0.481923077 0.018077 0.000326775 

 13 0.48 0.493076923 -0.01308 0.000171006 

∑ 91 5.54 
 

𝑺𝟑 0.0312 

 α 0.348077 
 

 β 0.011154  

 

In summary, the values obtained in this ana-

lyze is presented in Table 6 which contains the 

sum of the squares of errors with the equation 

for estimating the trend indicator ISRV ob-

tained for the three methods of assessment. 

 

Table 6. The sum of squared errors and the estimated trend equations for the three proposed 

estimation methods  

Estimation 

method 

The sum of squared 

errors  

Estimated trend equation 

Absolute mean 

change method 

𝑆1 = 0.07 )1(01.035.01  tISRVi  

Average index 

method 

𝑆2 = 0.15 1

2 )02.1(35.0  i

iISRV  

Linear regres-

sion method 

𝑺𝟑 = 𝟎. 𝟎𝟑 iISRVi  011.034.03  

 

As for the method using linear regression has 

been obtained the lowest summation of 

squared errors, for estimating the trend equa-

tion was chosen the equation: 

iISRVi  011.034.03 . 

Figure 2 contains chart trend estimated in the 

estimation using linear regression. There is an 

increasing evolution of the trend, with 0.011 

percentage points at a time to another. The in-

terpretation is given by an expansion of the 

area using concepts extracted from the docu-

ments written by author.  
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Fig. Error! No text of specified style in document.. Chart of ISRV indicator evolution using 

linear regression 

 

The advantages of this method are that the 

proposed metric for assessing the richness of 

the vocabulary does not depend on the fields 

that are treated in the documents reviewed, but 

on the semantic distance between unique con-

cepts identified in those documents. Adding 

time analysis component, resulting in a possi-

ble estimate of future works written by au-

thors who are known previously written works 

in terms of time. 

 

5 Conclusions 

Transforming the vocabulary richness indica-

tor into a semantic one adds a new layer of 

analysis within the general intrinsic plagia-

rism detection methods. First step in detecting 

the plagiarism is defining the author’s mark 

within its written papers, that leads to a parts 

of documents analysis of similarity. Minimiz-

ing the set of phrases considered to be plagia-

rized, the entire process of plagiarism detec-

tion is diminished, using as input data for the 

next step, the external plagiarism, only those 

parts of documents that are considered to be 

different in terms of author mark analysis. 

The present proposed vocabulary richness 

metric using semantic layer does not depend 

on the main subjects of the documents written 

by a particular author, thereby removing the 

subject dependency. In particular, multiple 

authors tend to expand their research into dif-

ferent domains. Using this expansion of sub-

ject non-dependency, a time evolution analy-

sis is conducted, making possible a forecast 

for future time works. The present paper ad-

dresses only the problem of English written 

documents due to the use of WordNet lexical 

ontology for extracting the semantic distance 

and type-tokens found within the analyzed au-

thor’s works. Future work are directed to the 

use of a Romanian lexical ontology for ex-

tracting the authors’ marks within Romanian 

written documents. 
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