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The present paper starts from a short introduction of the major aspects debated regarding 

plagiarism and author identification, along with the principles that are at the base of forming 

the property rights laws within the European community and the Anglo-American one. Re-

gardless of the community involved, plagiarism is a form of using others research, as it is or 

modified, and presenting it as a personal creation. The terms of creativity and plagiarism are 

described in an antithesis analysis, reaching to the concept of originality, defined as a prop-

erty that a creative research paper has when the ideas presented within in are different from 

the ones already published by different authors. A metric is implemented in order to obtain a 

measurable value in determining the level of originality of a paper. The main ways of testing 

a paper of plagiarism, intrinsic and external analysis, are described for choosing the proper 

methodology for determining originality of scientific papers. The research leads to the stylo-

metric analysis, a field found at the crossroad of plagiarism, originality and author identifica-

tion. This stylometric analysis is done within the intrinsic plagiarism detection and is formed 

on the bases of a number of metrics that describe unique a writing style of a specific author. 

The testing platform implies using a set of research papers written by European authors and 

extracting the values of eight writing style metrics. A clustering is applied and the best com-

bination of metrics is resulted. 
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Introduction 

Researches on the intellectual property 

rights face determining the level of originali-

ty of a research paper, in contract to the ac-

tion of plagiarism which is defined as the full 

or partial ownership of ideas, expressions, 

methods or procedures and their presentation 

as a personal creation. In the Anglo-

American laws, the economic considerations 

and those that refer to public politics are pre-

vailed in the elaboration and development of 

the property rights laws while, in the Europe-

an point of view, the moral and civil argu-

ments based the elaboration of the same 

laws. 

The legislative framework does not resolve 

identifying plagiarism and level of originality 

of a scientific work. The present paper aims 

to apply the legislative property rights in the 

context of publishing scientific research pa-

pers.  

In practice, there are different types of pla-

giarism, the most common being: copy-paste, 

paraphrase, plagiarism through translation in 

different languages, artistic plagiarism, ideas 

plagiarism, source code and not using the 

proper citations. Article [1] presents the fact 

that plagiarism through paraphrase is ana-

lyzed, reaching to a classification of the ma-

jor known types, along with a testing using 

software detection of plagiarism at the level 

of percentage of correctness by identifying 

the paraphrase within a text document. 

The present paper is consisted in five chap-

ters, starting from a short introduction of the 

major aspects debated, along with the princi-

ples that are at the base of forming the prop-

erty rights laws within the European commu-

nity and the Anglo-American one. Regard-

less of the community involved, plagiarism is 

a form of using others research, as it is or 

modified, and presenting it as a personal cre-

ation.  

Chapter 2 describes the terms of creativity 

and plagiarism in an antithesis analysis, 

reaching to the concept of originality, defined 

as a property that a creative research paper 

has when the ideas presented within in are 

1 
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different from the ones already published by 

different authors. A metric is implemented in 

order to obtain a measurable value in deter-

mining the level of originality of a paper. The 

main ways of testing a paper of plagiarism, 

intrinsic and external analysis, are described 

for choosing the proper methodology for de-

termining originality of scientific papers. The 

research leads to the stylometric analysis 

within the third chapter, a field found at the 

crossroad of plagiarism, originality and au-

thor identification. This stylometric analysis 

is done within the intrinsic plagiarism detec-

tion and is formed on the bases of a number 

of metrics that describe unique a writing style 

of a specific author.  

Within the fourth chapter, eight stylometry 

metrics are extracted from a number of scien-

tific research papers in order to obtain the 

best combination that describes best the writ-

ing style of an author. For that, Weka tool 

along with the integration of WordNet lexical 

ontology analysis are used, obtaining a set of 

four metrics that can further describe the 

writing style of an author according to its 

cultural orientation. Conclusions are high-

lighted in the fifth chapter along with direc-

tions for future research. 

 

2 Creativity and Plagiarism Analysis 

Creativity, seen as a form of originality, rep-

resents the characteristic of adding something 

new, original and appropriate to reality, de-

fining the novelty and originality. For that, in 

order to analyze the level of originality of a 

scientific paper, it needs to create an antithe-

sis between this component of creativity and 

the plagiarism one. 

Starting from the objects used within the pre-

sent research, scientific research papers writ-

ten by Romanian and other European au-

thors, the component of semantic phase is de-

fined as a compact component within a pa-

per, formed out of one or more adjacent 

phases, which is significantly different from 

the semantic phases prior or subsequent to it. 

To say that a work is original is similar to the 

result of the evaluation of a paper in terms of 

plagiarism.  

IEO, Indicator for Originality Evaluation, is 

defined as being the ratio between the total 

number of original semantic phases reported 

to the total number of semantic phases found 

within the analysed paper. 

𝐼𝐸𝑂 =
𝑛𝑟𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑝ℎ𝑟𝑎𝑠𝑒𝑠

𝑛𝑓𝑠
 

where: 

 𝑛𝑟𝑜𝑟𝑖𝑔𝑛𝑎𝑙 𝑝ℎ𝑟𝑎𝑠𝑒𝑠 represents the to-

tal number of original semantic 
phrases found within the analyzed 
paper and is equal to 
𝐶𝑎𝑟𝑑({𝑓𝑠𝑖, ∀ 𝑖 = 1, 𝑛𝑓𝑠,̅̅ ̅̅ ̅̅ ̅̅ 𝑓𝑠𝑖 ≠

𝑓𝑠𝑖−1, 𝑓𝑠𝑖 ≠ 𝑓𝑠𝑖+1 , 𝑓𝑝(𝑓𝑠𝑖) < 𝜀}); 

 𝑛𝑓𝑠 represents the total number 
of semantic phrases found within 
the paper and is equal to 
𝐶𝑎𝑟𝑑({𝑓𝑠𝑖, ∀ 𝑖 = 1, 𝑛𝑓𝑠,̅̅ ̅̅ ̅̅ ̅̅ 𝑓𝑠𝑖 ≠

𝑓𝑠𝑖−1, 𝑓𝑠𝑖 ≠ 𝑓𝑠𝑖+1 }); 

 𝑓𝑝(𝑥) represents the function for 
evaluation of the degree of plagia-
rism found within the semantic 
phrases, having values in the rage 
of [0; 1]; 

 𝜀 represents the maximum per-
centage rate accepted from the 
plagiarism evaluation function 
point of view, 𝜀 ∈ [0; 1]. 

This metric is closely related to the proposed 

definition within [15] regarding originality. 

Copyright law emphasizes that "originality" 

fundamentally mean that a work that comes 

from the inspiration of the author and was 

not copied from another source. Hence, 

"original" is used in the sense of the original 

in order to identify the source of the work 

originates. 

The more a work contains fewer phrases that 

overlap with previous research, the more the 

work will have a higher degree of originality. 

This paper uses the concept of plagiarism not 

only in the narrow and very known of it, 

within the meaning of copied without con-

cern right, moral and legal source text, but in 

a sense of the idea, the research topics that 

can influence research an author taking into 

account previous studies and similar to other 

authors. A work is original when treating a 
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concept, art, new or existing situation in a 

unique manner compared to other studies. 

The present approaches to identify plagiarism 

include evaluating by comparing two or more 

documents. The degree of similarity is used 

as a quantitative assessment of the similarity 

between two documents on the basis of a sys-

tem of metrics. In the paper [2] it is proposed 

a classification of the main metrics used in 

plagiarism detection. 

In the literature, there are two main strategies 

for identifying plagiarism approach, [3]: 

 intrinsic, which has the aim of 

identifying the passages plagia-

rized by examining only the ana-

lyzed document, concluding if 

parts of the material are or not 

written by the same author, such 

models are presented in [3], [4]; 

 external, which involves assessing 

through comparison of the docu-

ment with other existing docu-

ments within the database od ma-

terial and identifying the pair of 

similar documents; multiple stud-

ies analyzes this problem, such as: 

[5], [6], [7] and [8]. 

Intrinsic plagiarism identification technique 

uses the writing style of an author as a basis 

for comparison. A template is constructed, 

consisting in features such as: statistics on 

the text, features syntax, parts of speech, or 

sets of words commonly used structural fea-

tures of the text. Feature set is attached to a 

function evaluation criterion of changes over 

the analyzed text. The disadvantages of this 

method are highlighted in the case of works 

written by several authors. 

On the other hand, external approach to pla-

giarism brings benefits for the purposes of 

comparing the document with other docu-

ments written by the same author as well as 

other documents from the same central area. 

The disadvantages are given by the exponen-

tial complexity in relation to the size of the 

database for comparison. 

 

3 Stylometry Metrics in Intrinsic Plagia-

rism Analysis 

In surveys such as those developed in [9], 

[10], [11], [12] and [13] the problems and 

ways to integrate plagiarism intrinsic refer-

ring also to stylometry are treated, the writ-

ing style of an author over its history of re-

search or in a document unit. 

In the intrinsic plagiarism, in which are con-

sidered internal parts of a document suspect-

ed for plagiarism, Table 1 summarizes the 

types of features analyzed, used software 

tools and resources involved. 

 

Table 1. Text characteristics, software tools and resources involved in the case of intrinsic 

plagiarism 

Characteristics Examples Software tools and resources 

L
ex

ic
a
l 

ch
a
ra

ct
er

is
ti

cs
 

(c
h

a
ra

ct
er

 o
ri

en
te

d
) 

Characters’ frequency - 

Character type (letter, punctuation 

marks) 

Character dictionary 

Frequency of special characters (such 

as!, &, *) 

Character dictionary 

The frequency range of characters of 

size n (fixed length) 

Text splitter 

The frequency range of characters of 

size n (variable length) 

Character selection 

Compression methods Text compression software tools 

L
ex

ic
a
l 

ch
a
r-

a
ct

er
is

ti
cs

 

(w
o
rd

 o
ri

en
t-

ed
) 

Element oriented: 

- The average length of words 

- The average length of sentences 

- The average length of syllables 

words 

Tokenization, sentence spitting 

The richness of vocabulary: Tokenization 
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- Ratio of single words and total 

words 

Words frequency  Tokenization 

 Word frequency function type Tokenization, specific dictionaries 

Frequency words of size n Tokenization 

The average frequency of words Tokenization 

Lexical errors: 

- Misspellings (omitting or inserting 

letters) 

- Errors of form (use uppercase) 

Tokenization, lexical error check-

ing software tools 

S
y
n

ta
ct

ic
 c

h
a
ra

c
te

ri
st

ic
s 

Parts of speech Tokenization, sentence spitting, 

part of speech identification 

Frequency of parts of speech of size 

n 

Tokenization, sentence spitting, 

part of speech identification 

Pieces of text Tokenization, sentence spitting, 

part of speech identification 

The structure of phrases and sentenc-

es 

Tokenization, sentence spitting, 

part of speech identification 

Frequency rewrite rules Tokenization, sentence spitting, 

part of speech identification 

Syntax Errors: 

- Fragments of sentences 

- Wrong time 

Tokenization, sentence spitting, 

syntactic errors checker 

S
em

a
n

ti
c 

ch
a
ra

ct
er

is
ti

cs
 Synonyms, polysemantic words Tokenization, part of speech identi-

fication, words thesaurus 

Semantic dependencies  Tokenization, part of speech identi-

fication, words thesaurus 

Functional dependencies Tokenization, part of speech identi-

fication, words thesaurus 

 

Regardless of the methods for identifying 

plagiarism type intrinsic or external, it is im-

portant to assess what features should be 

considered in order to obtain more accurate 

results. These characteristics depend on the 

set of documents analyzed, the language they 

are written and the type of documents. This 

work addresses the type of papers articles. 

Also, the language in which the documents 

are written is English. To retrieve the original 

document from the crowd semantic compo-

nent describing an author affiliation to cul-

ture, components of multidimensional data 

analysis are used to identify features that set 

the style of writing that optimize the objec-

tive function to extract cultural orientation. 

 

 

4 Clustering Metrics for Creating a Model 

for Description of Author’s Writing Style 

For extracting the correct set of writing style 

characteristics which defines at the maximum 

level the lexical, semantic and cultural com-

ponents of an author by using his own scien-

tific papers, the initial set of characteristics 

must be defined. This initial set is the one on 

which different combinations are performed. 

In this way, the set of writing style character-

istics is composed of the following elements: 

 the average length of words; 

 the average length of sentences, 

measured in number of words; 

 the number of connection words 

with regards to the total number of 

words from the processed docu-

ments; 
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 the usage frequency of special 

symbols like 

{,;.!?@#$%&*(){}[]}; 

 the richness of the Type-Token 

vocabulary; 

 the semantic richness of the vo-

cabulary. 

Beside the initial set of six writing style 

characteristics, two more are defined which 

describe better the semantic component. The 

first characteristic is the contextual meanings 

indicator or ISC and second one is the 

weighted indicator of contextual meanings or 

IPSC, characteristics that are both deter-

mined based on the WordNet ontology. 

In these way the following variables are 

used: 

 𝑤𝑖 is the i word from the set of 

words found in the processed doc-

ument; 

 𝑠(𝑤𝑖) is the contextual meaning 

returned for the word 𝑤𝑖 using the 

Word Sense Disambiguation com-

ponent available in the WordNet 

ontology; 

 𝑝(𝑠(𝑤𝑖) ) is the occurrence weight 

assigned for the contextual mean-

ing returned by the 𝑠(𝑤𝑖) for the 

𝑤𝑖 word, weight that is determined 

based on a training set and taken 

from the WordNet lexical ontolo-

gy. 

The ISC is the contextual meanings indicator, 

meanings that the author is using them in av-

erage in his scientific papers. The IPSC is the 

weighted indicator of contextual meanings 

that an author uses them in average in his 

scientific papers weighted with the occur-

rences probability of the meanings found in 

the WordNet ontology. 

The two indicators, ISC and IPSC, complete 

the initial set of characteristics by integrating 

the usage analysis of common or particular 

meanings of polysemantic words. The ISC 

indicator is based on the following formula: 

𝐼𝑆𝐶 =
∑ 𝑠(𝑤𝑖)
𝑛
𝑖=1

𝑛
 

where: 

 n is the size of the set that includes 

the total number of words extracted 

from the analysed document; this set 

is not reduced by eliminating the re-

dundant words because of the possi-

bility of using multiple meanings of 

one word in the same document de-

pending on context. 

On the other side, the IPSC indicator, in-

cludes the ISC but in a more improved form 

by integrating the occurrences probability of 

each contextual meaning, using the following 

formula: 

𝐼𝑃𝑆𝐶 =

∑ 𝑠(𝑤𝑖) ×
1

𝑝(𝑠(𝑤𝑖) )
𝑛
𝑖=1

𝑛
 

 

IPSC is an inversely proportional variable to 

the occurrences weight of contextual mean-

ings of polysemantic words: 

{
 

 𝑝(𝑠(𝑤𝑖) ) → 1 ⇒
1

𝑝(𝑠(𝑤𝑖) )
→ 0 ⇒ 𝐼𝑃𝑆𝐶 → 0

𝑝(𝑠(𝑤𝑖) ) → 0 ⇒
1

𝑝(𝑠(𝑤𝑖) )
→ ∞ ⇒ 𝐼𝑃𝑆𝐶 → ∞

 

The zero value for this variable means that 

common meanings have been used in con-

trast with the case when the value of this in-

dicators tends to infinity, 𝐼𝑃𝑆𝐶 → ∞, mean-

ing that the author frequently uses uncom-

mon contextual meanings of polysemantic 

words. 

For choosing an optimal set of characteristics 

that would describe better the cultural affilia-

tion of an author’s scientific papers, the set of 

combinations between these eight character-

istics of size NC is defined. 

𝑁𝐶 = 𝐶8
1 + 𝐶8

2 +⋯+ 𝐶8
8

= 28

− 1 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 
For choosing the optimal combination an ob-

jective function is defined which must com-

ply with the restrictions of cluster formation 

in an unsupervised classification: 

 minimizing the inter-cluster disper-

sion; 

 maximizing the intra-cluster disper-

sion.  
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The role of these two conditions is that the 

objects groups of each combination to be as 

closely packed together as possible and in the 

same time clearly delimited between them.  

A group is that set of documents written by 

those authors which have the same origin 

country. In this regard, the clustering is made 

up to the level which defines the country of 

origin. 

For extracting the cultural component, the 

centroid is selected, called also the average 

value, for each cluster in hand. In figure 1, 

objects A, B, C, D, E, F, G are a representa-

tion example of scientific papers, so that, af-

ter an analysis of the similarity between them 

to gradually form clusters. 

 
Fig. 1. Representation of object clustering using the hierarchical clustering algorithm, [14] 

 

The dotted line in the Figure 1 is the level de-

fined by authors belonging to countries of the 

same origin, thus extracting the cultural 

component. For the example in figure 1, the 

first group consists of items A, B and C, the 

second group of objects D and E, and the 

third and final group should cover the last 

two items: F and G. 

If an analysis for a higher level grouping of 

countries is desired, then the hierarchical 

clustering algorithm stops above the level de-

fined by the dashed line, level where the 

groups are actually made up of multiple 

groups of countries previously analyzed. 

In order to identify a correlation between the 

analyzed characteristics, an open source ap-

plication is required for converting Excel 

files in ARFF file type, format needed for the 

data mining analysis. 

For creating an ARFF file using this EXCEL-

toARFF conversion applications, the Excel 

file path is chosen. An example of loading 

the excel file into the application in order to 

be converted is depicted in Figure 2. 
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Fig. 2. Input data from Excel to Excel2Arff Converter 

 

Table 2 contains the notations made for the variables used in the model. 

 

Table 2. Notation for variables used within the model 

Lexical characteristics Notation Semantic characteristics Notation 

the average length of 

words 

 

LMC contextual meanings indicator ISC 

the average length of 

sentences, measured in 

number of words 

LMF the weighted indicator of con-

textual meanings 

IPSC 

the number of connec-

tion words with re-

gards to the total 

number of words from 

the processed docu-

ments 

PCC the richness of the Type-Token 

vocabulary 

BV 

the usage frequency of 

special symbols like, 

{, ; . !?@#$%& ∗ (){}[]} 

FSS the semantic richness of the 

vocabulary 

BSV 

cultural affiliation AC   

 

The next step is to configure the file header 

in ARFF format it with the field leading to 

the right application. The list of variables is 

found in the left side with variable names 

from the Excel file, which is extracted auto-

matically from the list the name of each col-

umn. List on the right is the list of names of 

the attributes that are used and integrated into 

the ARFF file. By selecting a variable on the 

left and right becomes active and selectable 

variable type as real variables or strings.  
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In Figure 3, the variable LMC is selected to 

be configured by choosing real type, and au-

tomatically named 'LMC | R | O', using a 

standard prefix, '| R | O'. By selecting the 

Add button, variables are selected ARFF file. 

Each variable must be selected and config-

ured for the following analysis. 

 
Fig. 3. Variable configuration for inserting in 

ARFF format 

Weka, Waikato Environment for Knowledge 

Analysis, is a software package developed by 

University of Waikato, New Zealand, availa-

ble at http://www.cs.waikato.ac.nz/ml/weka/. 

The available operations performed using the 

Weka open source utility are preprocessing, 

classification, data clustering, association 

rules application and selecting attributes and 

data visualization. 

Figure 4 highlights this information after in-

serting the path to the file data Digital Econ-

omy Ranking. 

 

 

 

 

 

 
Fig. 4. Preprocessing phase 

 

For a detailed analysis, figure 5 contains the 

statistical indicators calculated for each fea-

ture. ISC has a minimum value threshold of 

0.001 and the maximum value of 0795. The 

average value for all analyzed objects is 

0.354 with a standard deviation of 0.161. 
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Fig. 5. Statistics upon ISC variable 

 

Table 3 contains the values generated by 

Pearson correlation between any two varia-

bles in the model representation, thereby 

generating the correlation matrix. 

 

 

 

Table 3. Correlation matrix for the input variables  

  LMC LMF PCC FSS ISC IPSC BV BSV AC 

LMC 1 

        
LMF -0.09288 1 

       
PCC 0.019449 -0.22092 1 

      
FSS 0.021308 0.002204 0.190086 1 

     
ISC -0.06258 0.010711 -0.07782 -0.07395 1 

    
IPSC 0.003019 0.02226 -0.11842 0.16367 -0.04387 1 

   
BV 0.111966 0.094326 -0.02442 -0.06536 0.070833 0.042996 1 

  
BSV -0.01219 0.159938 -0.28752 -0.00267 -0.01054 0.000976 -0.16187 1 

 
AC -0.01207 0.081905 -0.35445 0.057475 0.263434 -0.06313 -0.04487 0.237055 1 

 

Component selection attributes in Weka is 

dealing with principal component analysis, 

analysis is performed in order to minimize 

duplication of information and the relation-

ship of the courts. For the analyzed example, 

the eight features are transformed with the 

help of six new vectors used to explain the 

information. Transformation is generated in 

expression attributes of their values in the 

context of minimizing the loss of infor-

mation, keeping the data size as small as pos-

sible. Figure 6 highlights the generated ei-

genvalues. 
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Fig. 6. Results of principal components analysis using a selection threshold of 80% 

 

Figure 7 contains the bi-dimensional repre-

sentation of the descriptive information upon 

the eight variables used within the model. 

 

 
Fig. 7. Descriptive information upon the variables used in the model 

 

To analyze which is the combination of vari-

ables that represent the right part of the cul-

tural affiliation of papers, a first step involves 

applying clustering analysis using the princi-

ple kMeans to generate the final eight 

groups, eight countries analyzed. Figure 8 

contains the result of applying the algorithm 

kMeans. 
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Fig. 8. Results for the objects’ clustering  

 

The centroids’ values resulted in the cluster-

ing method applied within figure 8 are high-

lighted in Figure 9. 

 

 
Fig. 9. Centroids values for the eight formed clusters 

 

Running all the proposed combinations, the 

best which describes the cultural component 

determined by the cultural orientation of an 

author to its country origin is the one repre-

sented by the set {ISC, LMC, IPSC and 

BSV}. 

5 Conclusions 

The present paper addresses the problem of 

integrating the semantic analysis within the 

cultural orientation of authors of scientific 

research papers. Conducting the analysis of 

stylometric metrics found in the literature re-
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view, six main characteristics are extracted 

and added within the current analysis. 

The optimization is done by adding two orig-

inal metrics that combine the known metrics 

with a superior analysis of the semantic layer 

of the writing style of European authors. The 

objective of the paper is reached by cluster-

ing the objects represented by documents 

written by European authors and extracting 

the set of characteristics that characterize the 

best as possible the writing style according to 

the cultural orientation of the authors. 
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