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Scientist need to run applications that are time and resource consuming, but, not all of them,  
have the requires knowledge to run this applications in a parallel manner, by using grid, 
cluster or cloud resources. In the past few years many workflow building frameworks were 
developed in order to help scientist take a better advantage of computing resources, by 
designing workflows based on their applications and executing them on heterogeneous 
resources. This paper presents a case study of implementing and running a workflow for an 
E-bay data retrieval application. The workflow was designed using Askalon framework and 
executed on the cloud resources. The purpose of this paper is to demonstrate how workflows 
and cloud resources can be used by scientists in order to achieve speedup for their 
application without the need of spending large amounts of money on computational 
resources.  
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Introduction  
Nowadays, scientific world is evolving 

rapidly and larger and more resource 
intensive applications are implemented on a 
daily bases all around the scientific and 
academia domains. Simultaneously, the need 
of computational resources that are available 
at any time and for low prices has increased. 
Scientists want to optimize the execution 
time of their application, but not all of them 
dispose of the required programming skills to 
implement and run parallel applications, or 
they lack the needed resource infrastructures. 
On some occasions, the available resources 
require advance scheduling and their 
heterogeneity makes their usage even more 
complex and difficult to handle by scientific 
applications. One of the solutions scientists 
have in order to get a better execution time 
and use heterogeneous resources are 
scientific workflows [1]. They are described 
as a series of structured activities and 
computations that arise in scientific problem-
solving. In many science, engineering and 
business domains, the use of computation is 
not only heavy, but also complex and 
structured with intricate dependencies.  
Workflows are not only used in the scientific 
world, they are largely used in business 
world too in order to optimize business 
processes. Testing different kind of 

workflows and their performance will one 
day help improve the way business processes 
are run. The workflow used as an example in 
this paper can be easily substituted by a 
business workflow, which could achieve 
better results by using cloud resources.  
During the past few years an increasing 
number of frameworks for scientific 
workflow developments have been 
implemented. Some of the most popular are 
DAGMan [2], Pegasus [3], Triana [4], ICENI 
[5], Taverna [6], GridAnt [7], GridFlow [8], 
Gridbus [9], Askalon [10] and Kepler [11]. A 
detailed comparison among this workflow 
management projects can be found in [12]. 
Most of them have been developed in order 
to run workflows on grid resources, but lately 
the majority of them moved towards 
incorporating the use of cloud resources also.   
Usually these frameworks allow the usage of 
different types of resources, on which the 
workflows can be executed: grid resources, 
clusters, supercomputers, and cloud 
resources. In our case study example the 
workflow will be implemented using the 
Askalon [13] framework, and the test will be 
run on cloud resources. 
The present paper is structured as follows: in 
section 2 we present background and related 
work, section 3 overviews the application 
based on which the workflow is build, 
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section 4 enumerates the steps covered in 
order to implement the workflow, section 5 
describes the conducted experiments and 
their results, and section 6 consists of the 
conclusions. 
 
2 Background and related work 
In this section we will introduce the cloud 
computing concept and related work 
concerning framework to support mapping of 
workflow applications on cloud resources. 
Cloud Computing is the buzz work in the 
industry and is the newest form of SOA. In 
[14] Cloud computing is defined as: 
“A computing Cloud is a set of network 
enabled services, providing scalable, QoS 
guaranteed, normally personalized, 
inexpensive computing platforms on demand, 
which could be accessed in a simple and 
pervasive way”. 
The basic types of cloud computing available 
on the market are: IaaS (also known as 
Haas), SaaS, PaaS, and Daas. The relations 
existing among them can be seen in Figure 1. 
In [15] is described as large set of computing 
resources, such as storing and processing 
capacity, that are IPs managed. Through 
virtualization, they are able to split, assign 
and dynamically resize these resources to 
build ad-hoc systems as demanded by 
customers, the SPs. They deploy the software 
stacks that run their services. 
SaaS [16] refers to providing on demand 
applications over the Internet. All the 
applications that run on the Cloud and 
provide a direct service to the customer are 
located in the SaaS layer. These application 
developers can either use the PaaS layer to 
develop and run their applications or directly 
use the IaaS infrastructure. 
Daas is describe in [14] as being data in 
various formats and from multiple sources 
could be accessed via services by users on 
the network. Users could, for example, 
manipulate the remote data just like operate 
on a local disk or access the data in a 
semantic way in the Internet. 
According to [17] PaaS refers to providing 
platform layer resources, including operating 

system support and software development 
frameworks. 
 

 
Fig. 1. Cloud models 

 
In the past few years Cloud computing has 
gain a lot of appreciation from academia and 
research world. It is now seen as a more 
viable source of computational resources for 
scientific workflow execution, due to reduce 
cost, ease of management, ease of access (no 
more waiting for certificates in order to use 
grid resources, clusters, etc that did not 
belong to the person/group that needed 
them), and the possibility to install all needed 
software for running applications without any 
implication of a third party. Until now, 
scientific application that needed significant 
amounts of resources in order to perform at 
their true power were relying on cluster 
resources, grid resources, supercomputers, 
but not all research centers have at their 
disposals this large amount of computational 
power. Once with fast development of 
private and commercial cloud providers, the 
resource provisioning activity is no longer a 
time issue, but rather an issue of finding the 
best resources provider and optimizing costs.  
Here is where Cloud computing comes in, 
and most precisely IaaS. In the IaaS cloud 
model researchers are allowed to create their 
own cloud images with the needed 
performance characteristics, install and 
manage all the programs running on these 
images. Also they can instantiate different 
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numbers of instances, based on the 
previously created images, thus the need of 
installing software products on every 
resource used is inexistent. And they get all 
of this at reduced costs in comparison with 
the cost of buying and maintaining 
infrastructures of their own. Usually cloud 
providers offer cloud images that have 
already been configured and provided with 
certain software, so that the time elapsed to 
create the needed images can sometimes be 
speared.   
In [18] E U C A LY P T U S (Elastic Utility 
Computing Architecture Linking Your  
Programs to Useful Systems) is described as 
an open source soft ware infrastructure for 
implementing on-premise clouds on existing 
Enterprise IT and service provider 
infrastructure. Eucalyptus enables hybrid 
cloud and private cloud deployments for 
enterprise data centers and requires no 
special purpose hardware or reconfiguration. 
Leveraging Linux and web service 
technologies that commonly exist in today’s 
IT infrastructure, Eucalyptus allows 
customers quickly and easily to create 
computing clouds “on premise” that are 
tailored to their specific application needs. 
In the past years several case studies were 
made on using cloud resources for running 
scientific workflows. In [19] an example of 
using combined grid and cloud resources for 
running three different workflows is 
presented, the accent lies more on the 
optimization of cost by carefully choosing 
the number and size of cloud instances used 
the toll used in this case in GroudSim [20]. 
 In [21] an example of using cloud resources 
with the Aneka workflow management 
system is presented. The workflow used as a 
case study is based on EMO (Evolutionary 
Multi-objective Optimization) application 
that is based on a genetic algorithm. The 
emphasis in this paper is on the changes that 
workflow developing frameworks need to 
take into consideration when moving towards 
cloud resource usage.   
Another example of using cloud resources 
for running scientific workflows is presented 
in [22]. The workflow management system 

used for running the workflows is Pegasus. 
Three different workflows are tested on 
cloud resources: Montage – an astronomy 
application that is more I/O intensive, 
Epigenom – a bioinformatics application that 
requires a high CPU usage, Broadband – an 
earthquake science application that requires 
large memory usage. The performance of 
these three workflows is tested on different 
numbers and types of Amazon EC2 
instances.  
Although case studies in the area of cloud 
resource usage have already been performed, 
the suitability of cloud resources for 
scientific workflow execution is a rather new 
topic, and more testing and case studies need 
to be accomplished in order to be able to say 
in which case, what kind of cloud resources 
should be use in order to reduce costs 
without giving up on performance.  
  
3 Application description 
This section described the baseline workflow 
application we used for our study. This 
application is implemented in Python and has 
as a final purpose user’s data retrieval from 
E-bay. More precisely the application 
retrieves data regarding positive, negative 
and neutral appreciations of buyers regarding 
different sellers. Basically the application 
goes through a list of E-bay sellers and 
collects all the reviews they received by 
collecting the name of the user that placed 
the review and the type of the review. Due to 
the large number of sellers for which this 
data is being retrieved, we have identified the 
need of executing the data retrieval process 
in a parallel manner in order to improve the 
execution time. One of the most efficient 
way of doing so, without needing to use high 
parallel programming skills, is to implement 
a workflow that will contain one/more 
parallel sections that will allow parallel 
execution of activities without extensive 
programming being necessary. The data 
retrieved by the application will be later used 
for further analysis.  
The data obtained by running the application 
can be modeled as a social network. This 
collection of users (buyer and seller) can be 
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represented as nodes of a graph with 
negative, neutral and positive edges 
according to the type of reference each user 
gives or receives. By employing social 
network analysis techniques we can obtain 
different kinds if information (i.e. 
authoritativeness, clustering, centrality) about 
E-bay users. The granularity of the collected 
information can be at the level of singles 
users or communities of users. For example 
usually a user in E-bay is ranked by his 
“feedback” from other users. By observing 
the complex relations obtained from a link 
analysis of the graph we can obtain rich 
information on power sellers, active buyers 
or trust within the product category. At the 
same time this data can give us an idea of 
cooperating users, malicious users and 
possible fraud strategies. 
Through link analysis we can also observe 
the formation of strongly connected 
communities and infer ascending or 
descending shopping trends in the medium. 
In a certain time frame we can analyze the 
fluctuations in specific markets.   
 

4 Preparing the application for the 
workflow 
The workflow used for this case study was 
implemented in Askalon workflow 
management system. Askalon’s components 
can be seen in Figure 2. 
In order to be able to create a workflow for 
an application several steps need to be 
followed, this steps are presented as a 
suggestion in [13]: 
1. Identify sections of the application that 

have the least connections one with the 
other. These sections will become 
independent activities in the workflow. 

2. Establish sections of the code that could 
be run in parallel, these sections will be 
included in a parallel section of the 
workflow. 

3. If some activities, previously defined, 
have too many correlations among them, 
they should be grouped together in a 
single activity. 

4. Input and output data needed for each 
activity should to be identified  

5.  Correlations among activities must be 
established 

 
Fig. 2. Askalon’s workflow management system components [13] 

 
Based on the previous described steps our 
application was divided into three different 
activities:  Nrusers, ParallelSec, CopyFiles. 
Figure 3 presents the workflow designed for 
the E-Bay data retrieval application. 

Nrusers is the activity in which the number 
of sellers is being computed based on the 
input file that contains the list with all the 
sellers. The number of sellers is not fixed 
because the content of the input file 
containing the sellers’ user names can vary. 



Informatica Economică vol. 15, no. 3/2011  19 

This is one of the steps that ensure the 
scalability of the application. In this same 
activity the large file containing the users’ 
names is divided in several different files that 
will serve as input for each activity in the 
parallel section. At the end of the activity the 
new files created are output and also a file 
named nr_parallel.txt that contains the 
number of file grouping the user’s names is 
created. The number of names contained in a 
file can vary according to user’s preferences. 
ParallelSec is the section of the application 
that was identified as being parallel. In this 
activity, data about the sellers is being 
retrieved based on the names contained by 
the files previously created in the Nrusers 
activity. We have decided to run parallel 
activities for group of users in order to avoid 
unnecessary overload caused by multiple 
files transfer, due to the fact that the time 
needed to retrieve the data related to a single 
user name is small in comparison with the 
time needed for the files transfers.  The 
parallel section has a number of parallel 
activities equal to the number of user’s 
names files created in the previous activity. 
The output of this activity consists in two 
collections of files containing the reviews 
and references owned by each user.  
 

 
Fig. 3. Workflow for the E-bay data retrieval 

application 

The last activity, CopyFiles, has as a master 
purpose the gathering off all the data 
contained in the two collections produced by 
the parallel for section of the workflow. The 
resulted workflow is presented in Figure 3. 
 
5 Experiments and results  
After the workflow was implemented, it was 
tested using different types of cloud 
resources. The test were run using 6000 and 
60000 users’ names, the groups of users used 
as input for each parallel activity was of 
50/150 users, resulting in a total of 120 and 
400 parallel activities. The tests were run on 
different numbers and sorts of cloud 
resources. The purpose of the test was to see 
how increasing the computational resources 
number and size will affect the speedup of 
the application. Also by doubling the number 
of parallel users/activities for the second 
series of test we what to see how increasing 
the problem size will affect the results. The 
cloud we employed is a Eucalyptus private 
academic cloud. The available types of 
instances are presented in the following 
table: 
 
Table 1. Types of available cloud instances 

vm types RAM CPUs 
m1.small 1024 1 

c1.medium 2048 1 
m1.large 2048 2 
m1.xlarge 4096 2 
c1.xlarge 4096 4 

 
In order to be able to see how the 
presence/absence of parallel activities 
influences the execution time, we also ran the 
application as it is, with no parallelization, on 
a m1.small cloud instance. Then, we ran the 
workflow that has the parallel section of 120 
activities on multiple m1.small cloud 
instances in order to test the speedup 
achieved by using more CPUs at a time.  
The speedup was computed using the 
following formula 

 
Sp – Speedup value 
T1 – execution time of sequential algorithm 
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Tp – execution time of parallel algorithm with 
p processors 

p – number of processors  

 

 
Fig. 4. Speedup achieved by using multiple m1.small cloud instances for 6000 users 

 
For our first experiment we ran the 
application using m1.small cloud instances 
that have one CPU and 1024 RAM of 
memory. The maximum number of cloud 
instances used was 10 due to the academia’s 
cloud limitations at our disposal.  Figure 4 
presents the results. By using more CPUs the 
speedup increases, reaching a maximum of 
over 21, when 10 CPUs were used.  Just by 
running the application with parallel sections 

in comparison by running it in a sequential 
way a speedup of 12 is achieved. By using a 
workflow all of this has been achieved 
without the need of complex parallel 
programming being applied to the initial 
application.  
The tested application is an I/O intensive 
application; it mostly reads and writes data 
from/to files. 

 

 
Fig. 5. E-bay workflow’s execution time in minutes on m1.small instances/ comparison with 

execution with no parallelization for 6000 users  
 
Figure 5 shows the time difference between 
several executions of the workflow using 
m1.small cloud instances in comparison with 
the time implied by running the application 
directly on an m1.small cloud instance 
without using the workflow for achieving 

parallelization of the execution. The 
execution time without parallelization is of 
about 268 minutes in comparison with about 
13 minutes required for running the 
application on 10 m1.small cloud instances 
by using the workflow. 
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Fig. 6. E-bay workflow’s execution time in milliseconds for different number of m1.small 

cloud instances for 6000 users 
 
From Figure 6 we can observe that the time 
implied for the application to run by using 
increasing amounts of m1.small cloud 
instances is rather constant and varies only 
by several minutes in comparison the lowest 
execution time of about 13 minutes. 
A second round of tests was run on m1.large 
cloud instances that have 2 CPUs per 
instance and 2048 RAM. Again, due resource 

limitations, the maximum number of 
instances was 4. The results presented in 
Figures 7 and 8 show that the speedup per 
number of CPUs is similar with the one 
resulted by using a similar number of CPUs 
but in a larger number of instances. The 
maximum speedup was ~23 and the lowest 
execution time for the workflow was, again, 
~13 minutes. 

 

 
Fig. 7. Speedup based on the number of m1.large cloud instances used for 6000 users 

 
The speedup achieved by using m1.large 
cloud instances can be seen in Figure 7; the 
maximum speedup achieved in this case was 

~23 compared with the time needed for the 
sequential execution of the application. 
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Fig. 8. E-bay workflow’s execution time in minutes for different number of m1.large cloud 

instances for 6000 users 
 
A comparison among time needed for the 
workflow execution using different number 
of m1.large cloud instances can be seen in 

Figure 8. The smallest execution time was 
achieved when using 4 m1.large cloud 
instances and it was ~13 minutes. 

 

 
Fig. 9. E-bay workflow’s execution time in minutes on m1.large instances - comparison with 

execution with no parallelization for 6000 users 
 
As we can see from Figure 9, even on an 
m1.large cloud instance the time needed for 
the execution of the application with no 
parallelization is still rather high even if the 
instance disposes of larger RAM.   

A third round of experiments was conducted 
on a number of 60000 users by using an 
increasing number of m1.small cloud 
instances. This time the number of parallel 
activities was 400. 
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Fig. 10. Speedup achieved by using multiple m1.small cloud instances for 60000 users 

 
From Figure 10 we can observe that by 
increasing the number of users and, 
implicitly, the number of parallel activities 
the achieved speedup is ~88 in comparison 
with the time needed for running the 
application in a sequential manner on a 
m1.small cloud instance. Thus shows that by 

using the cloud instances at their full 
potential better speedups can be achieved. 
During the previous experiments the number 
of parallel activities and the amount of 
computational power needed was smaller, 
thus resulting in a partial usage of the 
resources. 

 

 
Fig. 11. E-bay workflow’s execution time in milliseconds for different number of m1.small 

cloud instances for 60000 users 
 
The time needed for the workflow to execute 
on different number of m1.small cloud 
instances varies from ~73 minutes for one 
instance to ~36 minutes for 10 m1.small 
cloud instances; this can be seen in Figure 
11. 

The fourth round of experiments was run on 
m1.large cloud instances for a number of 
60000 users. The results are presented in 
Figure 12 as a comparison between the time 
needed to execute the workflow for 
6000/60000 users. As we can observe the 
execution time needed for the workflow to 



24  Informatica Economică vol. 15, no. 3/2011 

run on m1.large cloud instances for 60000 
users varies from ~ 71 minutes on a single 

instance to ~44 minutes on four cloud 
instances. 

 

 
Fig. 12. Comparison between execution times on different number of m1.large cloud 

instances for 6000 and 60000 users 
 
6 Conclusions  
Scientific workflows are now being used on a 
large scale in order to help scientist run their 
application and take advantage of the 
computational resources that they have at 
their disposal. At the beginning, workflows 
appeared as a mean for scientists to better 
identify the steps their applications were 
made of and to help them scale the 
applications by identifying the component 
activities and the correlations existent among 
them. Nowadays, many workflow 
management systems exist, some of the most 
used being mentioned in the introduction 
section, but the majority of them being 
employed to run workflows on grid and 
cluster resources. Only in near past they were 
modified in such a manner that they could 
take full advantages of the new emerged kind 
of computational resources, cloud resources. 
In this paper we presented a study case of a 
workflow built based on a Python written E-
bay data retrieval application. Our purpose 
was to show how in the case of this 
application a better speedup can be achieved 
by paralyzing certain sections of the 
application just by implementing a workflow 
with a parallel section and without needing 
high parallel programming skills. The test 

run proved that by using a workflow built 
using Askalon, we can achieve a speedup of 
13 just by adding the parallel section and 
running the application on the same type of 
resource (m1.small). Also we proved that by 
increasing the number of CPUs used for 
running the workflow the speedup reach ~23 
compared with the time needed to execute 
the application sequentially. The best result is 
that in the case of running the application for 
6000 users the needed time without 
parallelization was about 268 minutes, and 
with multiple cloud instances and 
parallelization the time decreased to about 13 
minutes.  We also showed that by using the 
cloud resources at their full potential better 
speedups can be achieved. This results from 
the speedup achieved by using same number 
of m1.small cloud instances but running the 
workflow for a larger number of users, in this 
case 60000, and having 400 parallel 
activities. With these settings the speedup 
achieves was of ~88 compared with 
executing the application for the same 
number of users on a single cloud instance 
and in a sequential manner. Using cloud 
instance resources as their full potential is a 
desired outcome especially when it comes to 
optimizing execution costs. A coat analysis is 
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not part of the current work but it will be 
taken into account for future work.  
To conclude, we can say that the use of 
scientific workflows can definitely improve 
the performance of scientific application, it 
can improve their scalability and the number 
of heterogeneous resources on which they 
can run can vary according to the needs. The 
resource type chosen for our tests were cloud 
resources due to several advantages that this 
type of resources has to offer: they are easy 
to procure (a lot of cloud providers are 
present on the market), the costs are low, and 
scalability is present due to the pay-as-you-
go way of acquiring cloud resources. Also 
the need of getting certificates from third 
parties in order to access certain resources 
has disappeared in the context of cloud 
computing. Now scientist can provide the 
needed computational resources at lower 
prices, they can manage this resources on 
their own and so their attention can be 
focused on actually implementing and testing 
better application that on worrying about 
getting the needed amount of resources.    
Business workflows can take advantage of 
any performances and results achieved by 
testing running scientific workflows on cloud 
resources. The observed behavior of cloud 
resources under certain conditions can be 
extrapolated to the usage of cloud resources 
by the scientific world to the business world.  
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