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This paper represents both a theoretical and practical approach to the possibility of managing 

and automating Kubernetes resources through the lens of a web solution. The solution pro-

posed, KubeGen, represents a graphical user interface, template-based resource generation 

and built-in validation. We demonstrate how KubeGen can streamline Kubernetes resource 

creation by enhancing compliance with best practices. By highlighting critical pain point in 

Kubernetes resource management, the solution offers a more efficient and user-centric method 

for deploying and maintaining modern applications. 
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Introduction 

The approach in which software is written, 

distributed, and maintained has undergone a 

transformation thanks to the widespread adop-

tion of Kubernetes as the standard orchestra-

tion platform for containerized applications. 

Scaling, deploying, and supporting applica-

tions have been made easier and more auto-

mated with Kubernetes' powerful resource 

management and allocation abstractions. [1] 

However, creating Kubernetes resource con-

figuration files can be challenging for devel-

opers and system administrators, especially 

for complicated applications. It would also be 

time-consuming for the inevitably error-prone 

user to keep up with the latest best practices, 

discover deprecated resources, and integrate 

observability tools. For this fact, the presented 

solution "KubeGen", a complete web-based 

tool that simplifies the production and man-

agement of Kubernetes resources, is high-

lighted to overcome these difficulties.  

Using an easy-to-use Graphical User Inter-

face, KubeGen allows users to quickly gener-

ate, modify and manage Kubernetes re-

sources, including Deployment, Pods, Ingress, 

Service, StatefulSets, etc. KubeGen reduces 

the risk of misconfiguration and ensures ad-

herence to accepted best practices by provid-

ing a guided approach that leverages the 

power of predefined templates and automatic 

validation. One of the distinguishing features 

of the solution is the use of Pluto, an open-

source tool for identifying deprecated Kuber-

netes API versions. This solution integration 

allows users to automatically verify that their 

resource configurations comply with the latest 

Kubernetes API standards, preventing poten-

tial deployment issues. Furthermore, Kube-

Gen offers seamless integration with well-

known monitoring and observation tools such 

as Prometheus and Grafana. It also enables us-

ers to quickly include monitoring and alerting 

capabilities in their Kubernetes resource con-

figurations, providing vital information about 

the functionality and health of their applica-

tions.  

The concept and implementation of KubeGen 

is outlined in this paper, highlighting its vari-

ous features and the advantages it offers to us-

ers. Also included are several real-world us-

age examples that show how KubeGen can be 

used to accelerate the creation and manage-

ment of Kubernetes resources for a variety of 

applications and markets. 

 

2 Challenges in management’s infrastruc-

ture creation 

Throughout the years, more and more organi-

zations have chosen to apply everything 

through a DevOps and Agile perspective in 

order to deliver a product with an efficient ve-

locity, in order to satisfy a client demands. 

Agile concepts place a strong focus on inter-

personal communication, making businesses 

more adaptable to change, and strongly en-

couraging consumer engagement. [2] 

1 
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DevOps, a bridge between two teams (Devel-

opment and Operations), appears in the land-

scape with the goal of accelerating the soft-

ware delivery speed, even if embracing an it-

erative and incremental development ap-

proach, as in agile techniques, helps firms ful-

fill constantly evolving client expectations. 

[3] 

These two methodologies with their own set 

of practices assures any organization that soft-

ware delivery will bloom alongside with peo-

ple management. In simple words, both men-

tioned key factors highlight common pillars, 

for instance Continuous Integration and Col-

laboration, Continuous Delivery. [4] 

With the constant growth of this production 

sphere, power comes with great responsibil-

ity. Multiple strategic concerns have appeared 

in most businesses in which cost optimization 

represents the main goal in order to not sacri-

fice product quality or usefulness. In hopes of 

sustaining the appropriate levels of profitabil-

ity, businesses must have effective cost man-

agement systems and be ready to adopt cost 

reduction programs. Many businesses carry 

out cost-cutting measures as projects that en-

list the required departments and staff to work 

toward a predetermined target cost or cost-

cutting objective. [5] 

As presented in Introduction, the infrastruc-

ture of an application plays a crucial part in its 

overall success and performance. Applica-

tions that run smoothly and efficiently which 

grants users the best possible experience de-

scribes a robust infrastructure whereas on the 

other side, user demands, traffic or data pro-

cessing needs, require an infrastructure to be 

scalable as the product expands.  

Therefore, in this new challenging space, 

many organizations start thinking to reshape 

their IT strategy in order to increase business 

value and agility, accelerating business trans-

formation and innovations. 

Kubernetes, a tool based on containerization, 

maintaining and deploying applications, rep-

resents on being one of the most important as-

pects in the creation of the infrastructure foun-

dation. The only flaw which is encountered in 

this sphere is the manual and traditional ap-

proach that highlights the problems for which 

the future solution is based on: 

• Time-consuming manual creation of 

YAML (YAML Ain’t Markup Language) 

files, in which the individual has to create 

them from scratch using different code ed-

itors. 

• Increased time spent on troubleshooting 

and resolving deployment issues. 

• Less efficient collaboration among team 

members, which leads to potential mis-

communication. 

• Lack of capability to reuse assets for new 

deployment in a fashion way. 

• High level of effort to maintain and ad-

ministrate overall infrastructure. 

This is where the proposed solution will take 

place. An approach for companies that fo-

cuses on developing software products. Time, 

cost optimization and team collaboration 

might be improved through “KubeGen” as 

shown: 

• Streamlined, automated generation of 

YAML files through an intuitive UI. 

• Faster resolution of deployment issues due 

to application’s validation and error- 

checking capabilities. 

• Enhanced collaboration, enabling team 

members to share, plan and review config-

urations. 

 

2 Design and Architecture 

The construction of a Kubernetes resource au-

tomation tool is examined in this session, with 

a particular emphasis on resource production 

utilizing customizable templates, built-in val-

idation methods, and impairment detection. It 

also emphasizes how modern monitoring and 

observability tools may be seamlessly inte-

grated with container orchestration systems to 

improve overall resource management.  

 

2.1 Generation of resources based on tem-

plate 

The project is made in Spring Boot with Java 

17 (Backend) and ReactJs (Frontend). A sche-

matic representation of the architecture can be 

seen in Fig. 1. The backend is structured ac-

cording to the Domain Driven Design Para-

digm. [6] Thus, the functionality and structure 
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of the packages revolves around the Domain, 

in our case template.  

 
Fig. 1. KubeGen architecture 

 

Thus, the package structure is as follows, Fig-

ure 2:  

1. Data where we will keep the Repository 

type objects: 

• InfrastructureTemplateReposi-

tory  

2. Domain, which will host Domain and 

Enum type objects:  

• ComponentKind  

• InfrastructureTemplate  

• ProvisionedPath  

3. Resource, where the Rest type resources 

will be kept: 

• ArchiveResource  

4. Service, which will contain the business 

logic of the application, through Service 

objects. 
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Fig. 2. Package Structure 

 

In the frontend part, we use React during im-

plementation which will give us flexibility in 

the project's structure. Project structure is as 

follows. The components package includes all 

reusable application components, such as 

CustomButton, CustomHeader, and Modal. 

Modules for applications are included in the 

package of modules: 

• InfrastructureStepper: This stepper 

component, which specifies the steps that 

a user must complete within an applica-

tion, refers to each component that will 

serve as a step, collect completed data, and 

send it to the backend.   

• DeploymentStep: This component serves 

as the deployment entry point; it is a form 

that requires user completion of all fields 

in order to define a deployment in Kuber-

netes. 

• ServiceStep: This component acts as the 

service's entry point; it is a form that the 

user must fill out in order to define a ser-

vice in Kubernetes. 

• IngressStep: This component serves as 

the Ingress entry point; it is a form that re-

quires user completion of all fields in or-

der to define an Ingress in Kubernetes.  

Dates are stored in the React state and im-

plemented with Redux (helps to write ap-

plication that have a consistent behavior, 

which runs in environments such as client 

and server) [7]. In order to decrease costs, 

data will be sent to the backend through 

HTTP requests. 

The application logic works as follows, a user 

calls the /archive/generate API, along with 

which it will send an InfrastructureDTO ob-

ject containing the fields filled by the user in 

the GUI. This is forwarded to a service called 

ArchiveProcessor, responsible for writing the 

archive and files needed by the infrastructure, 

via the byte[] createArchiveFromFiles 

method. This method will in turn call another 

component, a simple bean annotated with 

@Component that will handle the creation of 

SimpleFileDTO objects.  

These objects represent the very files that 

must be written to the archive, and which will 
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be created one by one in the following way. 

An InfrastructureTemplate domain will be 

fetched from the database depending on the 

type of resource generated (e.g., Deployment) 

and will contain the template of each file type. 

Thus, once brought from the database, the 

template is processed, and the fields specific 

to each Kubernetes component will be re-

placed with the values sent by the user from 

the graphical interface. Further, these tem-

plates are transformed into SimpleFileDTO 

files and parsed, one at a time, by the byte [] 

createArchiveFromFiles method. At the end, 

a stream of bytes is returned to the user, which 

will be passed by the frontend and which, in 

the end, will reach the user in the form of a zip 

archive. 

 

2.2 Validation and built-in impairment de-

tection 

Pluto, a particular validation tool, is used to 

verify Kubernetes component version up-

dates. It is set up on the Kubernetes cluster for 

the application and operates in the back-

ground. The API version is passed to the Java 

service, which makes a call to Pluto, validates 

the version, and then returns the result to the 

frontend, which displays it appropriately to 

the user. 

 

2.3 Integration with monitoring and ob-

servability tools 

The connection with Grafana and Prometheus 

is accomplished by deploying a sidecar con-

tainer along with the application image that 

has a Prometheus operator that will scrape the 

metrics and then transmit them to the main 

Prometheus instance. The application will 

also provide a YAML file with the configura-

tions for the primary instances of Prometheus 

and Grafana, as well as a script to install the 

instances on the Kubernetes cluster. 

 

3 Kubernetes Resource Automation Solu-

tion  

The solution proposed by this work will take 

the form of a web application that will allow 

in an optimal and efficient way the generation, 

monitoring and management of Kubernetes 

resources, the aim is to offer the user an easier 

alternative regarding the creation of the de-

sired resource avoiding one of the most com-

mon "CrashLoopBackOff error" errors. This 

is highlighted when a pod is active but one of 

its containers keeps resuming due to termina-

tion. As a result, the container keeps entering 

the Start-crash-start-crash loop. This error 

can have several causes but the most common 

is a simple configuration file write error. [8] 

The application is built around 2 types of us-

ers:  

• The web platform visitor is not authenti-

cated in the application and only has ac-

cess to general information. It cannot cre-

ate Kubernetes resources.  

• Registered user: can create, manage and 

monitor Kubernetes resources to help 

them build an infrastructure for their ap-

plication. 
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Fig. 3. Login page 

 

In the Sign in part (Fig. 3), the user can log in 

using the Username and Password of the pre-

viously created account. If he has not created 

the account, he can create it by pressing the 

Sign-up link, where he will be redirected to a 

form. 

Fig. 4 shows the page that provides the user 

with a list of Kubernetes resources previously 

created by him. On this list, the user can mod-

ify resources, view them, check them with the 

Pluto tool, or apply notes for future decisions. 

 

 
Fig. 4. List of Resources 

 

The resource creation procedure is started 

when the user navigates to the resource list UI 

page and presses the "+" button. The user is 

prompted to select the required Kubernetes re-

source type (e.g., deployment) from a 

dropdown menu in a pop-up window (Fig. 5). 
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The program displays a form with the neces-

sary information that the user must fill in de-

pending on the type of resource he has chosen. 

These attributes align with the specific config-

uration options for the selected resource. 

 

 

 
Fig. 5. Create Resource 

 

The user can review the configuration pro-

duced for deprecating the API version using 

the built-in Pluto tool. The user can make the 

necessary changes to ensure compliance with 

the latest Kubernetes API standards if issues 

are found. The resulting YAML file, which is 

now ready to deploy to the user's Kubernetes 

cluster, can be downloaded if the user is satis-

fied with the resource configuration.

 

 
Fig. 6. Pluto checker 
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At the end of these steps the created resource 

will be highlighted (Fig. 7)) and the user will 

be able to run the "kubectl apply -f re-

source.yaml" command to pick up the desired 

infrastructure for the related application (Fig. 

7). 

 

 
Fig. 7. List of resources created 

 

 
Fig. 8. Applying resource 

 

4 Effort, cost and future work 

As we discussed in “Challenges in manage-

ment’s infrastructure creation” chapter, for 

this sphere it is essential to analyze the costs 

and efforts that implies the need for using such 

tool.  

From the cost perspective, as Kubernetes rep-

resents an open-source container orchestration 

engine it will be natural for this solution to be 

the same as it takes its roots from the official 

Kubernetes documentation [9]. The training 

effort for the user is to focus on getting famil-

iar with the web interface for being able to use 

it while having less experience in orchestrat-

ing containers using Kubernetes. 

KubeGen from a personal point of view would 

provide to be useful in streamlining Kuber-

netes resource management.  

There are still several opportunities for future 

enhancements and additions that could im-

prove functionality and user experience fur-

ther:  

• Support for more Kubernetes resources 

will allow users to handle more compli-

cated situations and applications, extend-

ing KubeGen's capabilities to encompass 

a wider variety of Kubernetes resources 

and settings.  

• System integration with version control: 

users could easily manage and monitor 

changes in their resource settings over 

time if there was a seamless connection 

with well-known version control systems 

such as Git.  

• Automated resource optimization: Kuber-

netes installations could become more ef-

ficient by using machine learning tech-

niques or heuristics to monitor resource 

consumption trends and provide recom-

mendations for improving resource alloca-

tions [10].  

• Improved Teamwork Features: Users can 

work more efficiently in a team environ-

ment by introducing tools that promote 

teamwork, such as configuration sharing, 

comments and change tracking.  

• Integrating in a homogenously way moni-

toring and observability to benefit from 

Prometheus and Grafana, so that every in-

frastructure to be fully monitored and 

managed. 

• Support for multi-cluster management 

would help enterprises with more compli-

cated infrastructure requirements by ex-

tending KubeGen to handle resource man-

agement across multiple Kubernetes clus-

ters. KubeGen could further establish it-

self as a comprehensive and easy-to-use 

solution for creating and managing Kuber-

netes resources by investigating and im-

plementing these future updates [11]. 

 

5 Conclusion 

KubeGen represents an entirely web-based 

tool that would make it simple to create and 

manage Kubernetes resources. By offering a 

simple GUI, KubeGen will make it easy for 

both new and expert users to generate and 



44  Informatica Economică vol. 27, no. 2/2023 

 

configure Kubernetes resources with confi-

dence. Because to its ease of use, Kubernetes 

has a shorter learning curve, and the deploy-

ment process moves faster. KubeGen's use of 

template-based resource creation guarantees 

that users adhere to generally acknowledged 

best practices, and the built-in validation and 

interaction with Pluto lessens the likelihood of 

using obsolete APIs and wrong settings.  

Collectively, these enhancements increase the 

stability and dependability of Kubernetes re-

sources. KubeGen's commitment to enhanc-

ing the user experience is further evidenced by 

its simple interface with popular observability 

and monitoring tools like Prometheus and 

Grafana, which offers features that allow user 

to focus on the optimization of Kubernetes in-

frastructure components. By making the inte-

gration of monitoring and alerting capabilities 

simpler, KubeGen will drive users to maintain 

a clear view of their application's performance 

and health.  

Overall, KubeGen is successful in addressing 

a number of critical issues with the Kuber-

netes resource generation and management 

process, giving users a more streamlined and 

effective way to deploy and maintain contain-

erized applications.  

As the usage of Kubernetes grows, tools like 

KubeGen will become more and more im-

portant for enhancing the deployment and ad-

ministration of contemporary applications. 
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