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only exploits the technological aspect of illicit information gathering, but emphasizes the 
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typical user. 
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The Human Factor in the Area of 

Information Security 

The global spread of the COVID-19 virus and 

the permanent necessity for humans to adapt 

to external factors has led to the accelerated 

uptake of technology and the phenomenon of 

digitization, hence the majority of information 

is presently stored in digital format. This 

accommodation into the emerging state of 

normalcy has highlighted the importance of 

training people to recognize potential cyber 

threats and the significance of training to use 

technology properly with integrity, 

confidentiality and availability of information 

as benchmarks. Lack of such training fosters 

distrust in the role of the human factor in 

information security. Furthermore, the human 

factor is regularly forgotten to be correlated 

with information security, [1] which is due to 

the emphasis on technical and procedural 

measures needed to address common security 

problems. As a result, most cyber threats are 

addressed by intrusion detection systems, 

firewalls or antivirus software, which is why 

social engineering is a major threat since it 

cannot be tackled by these conventional 

means. 

Addressing security from social, technical and 

cognitive viewpoints is required to effectively 

handle the human factors implicated in 

information security. By combining human 

characteristics with technological 

characteristics, an organizational culture can 

be created so that the risks associated with 

social engineering attacks can be minimized. 

Whether good or bad, the culture of 

information security is the key factor in 

avoiding the potential hazards to which 

information can be exposed. Through an 

established training program, users benefit 

from the necessary knowledge that 

contributes to a good understanding of social 

engineering attack strategies and the 

development of the ability to counter and limit 

potential intents to cause harm. [2] As a result, 

in order to reach the stage where maintaining 

information security becomes an activity 

performed unconsciously and on an ongoing 

basis, it is necessary to implement an 

organizational culture established through the 

agreement and support of users. 

 

2 Defining Social Engineering 

Coercion, psychological manipulation and 

indoctrination methods are just a small part of 

the ways in which one person's perceptions, 

thoughts and beliefs are disrupted or even 

replaced by another person's perceptions, 
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thoughts and beliefs. Social engineering also 

falls into this category. Defining the term 

"social engineering" presents a degree of 

difficulty because the definitions associated 

with social engineering vary on the basis of 

the medium used to derive them. The earliest 

reference to social engineering dates back to 

1894, during the period of Industrialism when, 

in his writings, the Dutch radical J. C. van 

Marken stressed the need to develop technical 

expertise in the "management of human 

problems". [3] As defined in the Lexico online 

dictionary, social engineering is explained as 

"the use of central planning in an attempt to 

manage social change and regulate the future 

development and behavior of a society". [4] 

This definition limits the purpose of social 

engineering to exploiting the human factor by 

harnessing communication and the means by 

which it is achieved. In the context of its 

applicability to information security, social 

engineering refers to the act of deceiving a 

person to disclose sensitive information, gain 

unauthorized access, or commit fraud by 

associating with that individual for the 

purpose of gaining their trust. [5]  

The existence of several definitions associated 

with social engineering underlines its broad 

applicability in many areas. Used in political, 

educational, religious or corporate 

environments, social engineering is used to 

redesign the behavior of the masses. Lawyers 

and psychologists resort to the tactics used by 

a social engineer to gather insights that would 

not otherwise be divulged. The government 

uses social engineering through its authority 

over the people under its rule, the human brain 

being conditioned to adhere to authority.  

Salespeople are social engineers who use their 

ability to persuade people to appeal to their 

needs and satisfy them through the goods or 

services they commercialize. The examples 

can of course go on, but those given are 

sufficient to underline the fact that social 

engineering is used on a daily basis by people 

and institutions in various social 

circumstances. 

Regardless of the typology into which social 

engineering instigators fit, the effectiveness of 

social engineering is explained by the 

exploitation of human errors such as: making 

decisions under the influence of emotions, the 

desire to help, carelessness in familiar 

situations and disregard for information 

perceived as irrelevant. 

In order to put social engineering into 

practice, it is mandatory to study individuals 

and their behavior in order to facilitate the 

expected result, no matter the reason for 

which social engineering is utilized. 

 

3 Systematization of Social Engineering 

Attacks 

Theoretically, social engineering attacks can 

be mainly focused on either technology or 

individuals. [6] The technological approach to 

social engineering is to spoof an application 

system to get the user to provide confidential 

information through pop-ups, spam emails, 

malware, spyware, or phishing attacks. The 

user may receive a pop-up window that 

indicates that the computer application 

currently in use has encountered certain 

problems that restrict its functionality until the 

computer application can be re-logged in by 

entering the ID and password. By entering this 

data, the hacker who created the pop-up 

window will be able to access the network and 

computer system using the user's credentials.  

Spam emails contain attachments where a 

Trojan virus or other malicious program 

affects systems and networks. The 

consequences of this attack range from 

slowing down the system to corrupting 

records and tampering with the entire 

communications network. [7] 

By spreading a legitimate program containing 

malware or spyware, the victim can be 

manipulated into downloading it under the 

belief that the program is a utility that 

enhances computer performance.  

Phishing attacks are the most common attacks 

carried out by social engineers [8] in which 

victims are approached through emails or 

phone calls. These attacks can be classified 

into five categories: spear phishing, whaling 

phishing, vishing phishing, interactive 

phishing with voice response, phishing 

through compromised business emails. [9] 
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All these forms of phishing involve fake 

websites, PayPal websites, scareware, 

advertisements, antivirus, free offers or prizes 

through which the attacker can find out the 

victim's name, physical address, credit card 

details, et cetera.  

Attacks that target human behavioral 

weaknesses or involve obtaining confidential 

information without exploiting technological 

vulnerabilities illustrate the second category 

of social engineering attacks.  

Impersonation or identity theft involves 

establishing legitimacy with the victim by 

linking and integrating data known about the 

victim into a pretext that facilitates obtaining 

information. This requires that the social 

engineer initiating this type of attack has a 

credible story beforehand that does not arouse 

suspicion on the part of the victim.  

Dumpster diving by a social engineer aims to 

obtain information-generating goods or 

documents. For example, if an attacker gets 

hold of a list with employee names or a list of 

phone numbers, he becomes the beneficiary of 

many social engineering opportunities: 

employee names and phone numbers can be 

used for identity theft or to initiate a phishing 

attack. 

Trickery, as opposed to scamming or fraud 

that are implemented for financial or material 

gain, is often used by social engineers to cause 

embarrassment or snap decisions on the part 

of the victim.  

Spying and eavesdropping depict types of 

social engineering attacks implemented by the 

attacker when in proximity to the victim. 

These attacks can result in obtaining the user's 

password when it is written down on 

documents which are accessible to others. 

Consequently, despite its many forms, a social 

engineering attack involves using social skills 

to obtain sufficient data to compromise or 

alter an entity's information systems. [10] 

 

4 Social Engineering Attack Frameworks 

In any successful attack carried out by social 

engineers, a series of stages are followed: 

information gathering, elicitation, pretexting, 

mind tricks, persuasion, targeting and 

recognition. [11] 

Gathering information is the most meticulous 

stage of social engineering which is carried 

out by observing the victim. The duration of 

this stage can vary from a few hours to several 

years because the information is not gathered 

all at once, being later correlated with one 

another to create a profile of the victim. 

Elicitation can be defined as the ability to 

extract information through logic, which is 

why it can be difficult to detect. Essentially, 

the conduct of this stage is achieved by 

conducting an inquiry. The role of the social 

engineer at this stage is to maintain obtaining 

responses to the questions addressed by being 

natural, avoiding greed and being 

knowledgeable about the subject of the 

conversation. Pretexting illustrates the stage 

of the attack where the social engineer is in a 

position to adopt a false identity that can 

influence the victim to take certain decisions.  

The role of the social engineer is to identify 

the victim's way of thinking in order to use 

their skills effectively. This is carried out 

through mind tricks and, depending on the 

mindset of the interlocutor, the social engineer 

will resort to emotional manipulation, will pay 

particular attention to the words that could be 

used in the conversation or will align himself/ 

herself/ themselves with the victim's 

perception of certain topics.  

Once the appeal to the victim's interests is 

successful, the social engineer uses persuasion 

to get the victim to act on its behalf by 

establishing defined goals, gaining the 

victim's trust, through reciprocity or through 

flexibility.  

The targeting stage shows that, unlike other 

attacks on people, social engineering attacks 

are formulated for a specific person.  

The last stage, recognition, is a form of 

information gathering through which the 

social engineer has obtained sufficient data to 

plot and implement the attack on the intended 

target. 

 

5 The Applicability of Social Engineering in 

the Sphere of Mass Communication 

We live in the Age of Globalization, and most 

of society is dependent on communication and 

information to remain connected to the rest of 
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the world. We need information to develop 

our personal judgement on a subject, to 

socialize with other people or to decide in our 

day-to-day life, information which the media 

provide us with. Used as a tool, the media 

influences and stimulates the behaviors and 

attitudes of individuals or communities, which 

is why it dominates the mental life of modern 

societies. [12] Therefore, the major influence 

the media exude in fulfilling its objectives of 

informing, educating and entertaining the 

masses of people suggests the dual nature of 

the effects it can have on the masses of people.  

The media was created to allow information to 

be easily communicated to a wide audience. 

This is how the most prominent problem of 

the media makes its presence felt: the 

interpretation of information varies from one 

recipient to another. Because of this problem, 

there are situations where some people resort 

to deliberately adjusting the information 

conveyed in order to get the reaction they 

want to instill in the audience or to obtain their 

stated goal. In other words, over time, the 

media has ceased to be a promoter of 

empowerment and rationality and has become 

another means of excluding the needs of the 

audience. [13] In the last few years, fake news 

have become the most recognizable 

consequences of media manipulation that 

have come to constitute a form of 

manifestation of social engineering aimed at 

large communities. Under the pretext of 

relevant or engaging information content 

delivered via instant messaging, email or 

websites, social engineers can initiate 

malware, phishing and Denial of Service 

(DoS) attacks. Fake news can take many 

forms: from spam with grammatical errors to 

spear phishing emails formulated using details 

about the potential victim. Most of the time, 

social engineers convert a fake news article 

into an attachment or link directing victims to 

a compromised site. The effectiveness of this 

form of social engineering attack is due to 

appealing to human curiosity, the need to keep 

abreast of the latest events, inducing a sense 

of urgency or exploiting political affiliation. 

When the social engineering practices that are 

formulated around fake news do not impact 

technology, they focus on reprogramming the 

thinking of the masses. In this case, the role of 

social engineer is played by internet 

subcultures, ideologues, partisan news 

publications and even politicians. Taking 

advantage of the opportunities for 

communication and collaboration among 

many people that the Internet offers, these 

groups target vulnerabilities in the news 

media ecosystem to increase their visibility as 

well as the audience for their messages. [14] 

People can pass on manipulated content 

through the media to promote their own 

perceptions of people, events, religious or 

political affiliations, economic situations, etc., 

in order to get a large audience with the same 

worldview.   Regardless of the social classes 

spreading fake news and disinformation 

among the masses, they are motivated by four 

factors: attention, money, ideology, status. 

Fake news is spread by individuals to earn 

money from the attention of the audience; 

internet subcultures create chaos through fake 

information for entertainment; politicians 

with a vested interest propagate certain false 

information to maintain their public image.  

People's dependence on social networks, 

novelty and sensationalism makes the media 

vulnerable to manipulation by various social 

classes, contributing to increasing 

disinformation and encouraging 

radicalization. 

 

6 The Evolution of Disinformation and Its 

Propagation in the Contemporaneity 

The longevity of disinformation corresponds 

to that of mankind's existence. When the 

serpent told Eve that biting the forbidden fruit 

would not cause her any negative 

consequences, that was a disinformation. 

Pharaoh Ramses II of Egypt deceived the 

masses of people for a long time by tampering 

with monuments dedicated to others to make 

it look like they were celebrating his 

achievements. [15] The Greeks' entry into the 

city of Troy during the war was made possible 

by a disinformation: the Trojan Horse was an 

offering to Athena, the goddess of war, who 

was going to make Troy impregnable. [16]   

Thus, acts of diplomacy, vendettas, feuds, 
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state wars and civil wars have been influenced 

over time by misleading the masses of people, 

spreading propaganda, satirical writing and by 

the creative output of people's imaginations. 

Over time, people's growing affinity for 

sensationalism and entertainment has led to 

the emergence of modern newspapers and the 

encouragement of fake and satirical news 

circulation. However, the advent of the 

Internet is the crucial factor that has changed 

the journalistic norms, the extent of the spread 

of fake news and the technological and/or 

social impacts that fake news can have. 

Information distortion is meant to give some 

nuance to what might be considered "truth" or 

even, in some cases, take its place.  When 

falsehood is perceived by the audience as 

truth, the public's mindset is manipulated, 

opinions are changed, and misgivings are 

produced and spread widely. 

 

2016 UNITED STATES PRESIDENTIAL 

ELECTION 

In the aftermath of the 2016 United States 

presidential election, it was claimed that fake 

news may have played a key role in the 

successful election of President Donald 

Trump. [17] Although the outcome of this 

election campaign cannot be proven to be 

strictly due to the spread of fake news on this 

issue, the objective for which the fake news 

were spread cannot be disputed: changing 

unwarranted political attitudes, changing 

voting behavior or even threatening 

democracy. Social engineers based in Russia 

used that political context to stimulate panic 

among American citizens by deploying 

phishing attacks to publish fake news intended 

for voters and by sending corrupted files 

through fake Harvard University email 

addresses. [18] 

 

THE SPREAD OF COVID-19 

The pandemic that followed the global spread 

of the COVID-19 virus, and subsequently the 

SARS-CoV-2 forms, has raised awareness 

that fake news can threaten the overall health 

of members of a society. [19] Developed in 

two waves, the first from mid-March 2020 and 

the second from January 2021, the pandemic 

introduced a new widespread political, social 

and economic phenomenon: infodemics. This 

phenomenon was introduced by the World 

Health Organization which, in a wordplay, 

used the term "infodemics" to sum up the 

spread of misinformation and false or 

benevolent information among large 

communities of people in a single word. [20] 

Social engineers took advantage of the 

pandemic context to obtain donations on 

behalf of the Centers for Disease Control and 

Prevention, to market counterfeit products 

(such as test kits), to blame racial groups, 

governments and immigrants for spreading 

the virus, and to disseminate chaos and social 

divisiveness that resulted in anti-mask, anti-

vaccine and even anti-5G movements. [21] 

 

THE WAR BETWEEN RUSSIA AND 

UKRAINE 

The most recent and far-reaching politically 

motivated social engineering attack is the 

Russia-Ukraine war that started back in 

February 2022. Russian President Vladimir 

Putin's invasion of Ukraine has brought 

relations between Moscow and the West to 

their lowest level since the Cold War as well 

as bringing war back into the heart of Europe. 

[22] The Russian military and intelligence 

entities have targeted Ukraine through 

disinformation, trying to portray Ukraine and 

Ukrainian government officials as the 

aggressor in this conflict. [23] The Russian 

president's claims are intended to feed an 

illusion that Ukraine is instigating violence, 

which is why Russian military action on 

Ukrainian territory is indispensable if a global 

conflict is to be avoided. According to Joe 

Ondrak, head of investigations at Logically, a 

London-based firm that tracks disinformation, 

the Russian rhetoric is supported by a 

multitude of digital activists who have 

triplicated fake news about Ukraine [24] so 

that both Russian citizens and potential 

powers that might intervene in this conflict are 

convinced that this political move that could 

have devastating consequences was a 

necessity, not a whim to occupy territories. 
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DEEP FAKE TECHNOLOGY 

One fear our society will soon have to face is 

the susceptibility to deep fake manipulation. 

Animating works of art, generating the voices 

of famous historical figures, altering the 

appearance of actors in the film industry or 

editing videos of famous people for 

entertainment purposes illustrate some of the 

current uses of deep fake. Although deep fake 

is an innovation in the field of computer 

imaging and digital sound, the technology has 

not yet reached its remarkable potential. 

Distortion, unnatural body movements, lack 

of blinking, abnormal skin coloring, saccadic 

movements during speech or unrealistic hair 

appearance are just some of the clues that can 

be used to identify actual deep fake 

implementation errors. As time passes, these 

clues may no longer be relevant because the 

appearance and the sound of a person might 

be precisely mimicked, so the likelihood of 

detecting social engineering frauds may be 

minimal. In this regard, the use of advanced 

deep fake technology offers numerous 

possibilities for creating fake news and 

implementing social engineering attacks. This 

technological advancement diminishes the 

effort of social engineers to impersonate 

people and represents a breach of security for 

companies whose biometric systems are based 

on voice recognition. At the same time, the 

ability to manipulate public opinion through 

fake but credible videos targeting public 

persons, individuals, authorities and 

politicians could have devastating 

consequences. For example, in order to 

objectively reach a verdict in a criminal case, 

photo and video evidence is a major 

contribution to our judicial system. Deep fake 

can hinder the implementation of legislative 

power if the evidence is falsified or even 

worse, it can lead to incorrect enforcement of 

criminal prosecutions. Deep fake is therefore 

not just an evolution of propaganda, but a 

revolution in the manner in which 

disinformation is created and propagated. [25] 

 

7 Human Propensity Towards False 

Information 

Although people are aware of the negative 

effects of fake news on society, they are also 

the ones who actively contribute to its spread. 

Consequently, education, psychology and 

behavioral sciences play a major role in 

developing people as individuals to contain 

the influence of fake news. The arguments 

that can explain the propensity of the masses 

towards false information are numerous: 

people are persuaded by weak arguments, they 

do not weigh information properly and, most 

importantly, they fail to eliminate irrelevant 

information when forming their beliefs. [26] 

As evolved cognitive organisms, humans deal 

with demanding problems by adopting 

parsimonious strategies that provide 

sufficiently precise solutions. [27] This 

highlights the efficiency of the human brain in 

not over-analyzing every aspect of life in 

order to carry out challenging daily activities. 

The interaction between humans and news 

cannot be considered a challenging activity, 

which is why the minimal effort that goes into 

processing information can lead to the 

decision to believe fake news. Message 

credibility is seen as the result of an 

interaction between source characteristics 

(e.g. expertise, credibility), message 

characteristics (related to message content, 

including factors such as plausibility, internal 

consistency and quality) and receiver 

characteristics (e.g. cultural background, prior 

beliefs). [28] Thus, most people are more 

likely to follow, consume, endorse and prefer 

information that fits their pre-existing beliefs 

or that emanates from an ideologically aligned 

source. [29] This bias in thinking may be the 

reason why people choose to believe fake 

news that reports information with which they 

agree, or it may have the opposite effect of 

rejecting fake news whose content does not 

correlate with the individual's affinities.  

Fake news appeal to human emotions to 

impede rational thinking and to increase an 

individual's propensity for distorted 

information. Happy people are prone to make 

cognitive mistakes, sad people are detail-

oriented, and angry people approach an EU 

critical mindset to quickly emit prejudices. 

If fake news is spread to a large number of 

people, the likelihood of an individual coming 
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into contact with the news repeatedly is high. 

This induces a sense of familiarity that 

increases the credibility of fake news. In other 

words, fake news become credible because 

they are easier to process. 

Based on data collected from a nationally 

representative survey in Romania, the main 

results show that people tend to believe that 

fake news have more influence on others than 

on themselves. [30] This mentality that fake 

news can have no influence on individuals 

may have developed out of a delusion of 

superiority or a belief that the negative effects 

of fake news are reflected in isolated cases. 

 

8 Case Study 

According to the previous notions on the 

factors that determine the propensity of 

human beings to false information, this paper 

presents a quantitative research conducted to 

determine the degree of susceptibility of 

students at "Alexandru Ioan Cuza" University 

of Iași to disinformation through their 

interaction with fake news. The elaboration of 

the case study was made possible by the 

selection of the questionnaire as the research 

instrument and the selection of the individual 

as the survey unit. Therefore, the 

questionnaire was completed by 100 students 

who answered 29 questions. The aim of the 

research was to identify the factors that 

determine the credibility of fake news among 

students. 

The main objectives of the study were: 

• Identifying the role that students are 

playing in the proliferation of fake news; 

• Identifying students' susceptibility to fake 

news; 

• Identify students' views on the impact that 

the spread of fake news has; 

• Identifying the main social networks used 

to spread fake news; 

• Identifying the main social networks used 

in the informing process; 

• Identifying the criterions considered by 

students to evaluate the veracity of 

information sources; 

• Identifying the main sources of 

information chosen by students that offer 

the highest degree of confidence; 

• Identifying corrective measures proposed 

by students to restrain the spread of fake 

news in the media. 

In order to stimulate the completion of the 

questionnaire formulated for this study, it has 

been specified that the data obtained is 

protected by anonymity and has a confidential 

character in order to obtain the most 

representative results from the social category 

under study. Filling in the questions found in 

the content of the questionnaire was 

voluntary, after presenting the objectives and 

the purpose of the research. 

The first section of the questionnaire included 

the question "Are you studying at university?" 

in order to distinguish the social category 

under study from the rest of the people who 

could have accessed the questionnaire after it 

was distributed through social networks. As a 

result, the answer to this question was 100% 

affirmative.  

The next section of the questionnaire 

contained the remaining 28 questions. 

The second question was asked to identify the 

degree of importance students assign to the 

proliferation of fake news. Out of 100 

responses, 61 respondents gave the highest 

score for the importance of spreading fake 

news and 20 gave a score of 4. Thus, a 

majority of students gave 5s and 4s, 

underlining their concern about the negative 

effects that can result from the existence and 

spread of fake news in the Information Age. 

The third and fourth questions ("Have you 

ever consciously played an active role in the 

proliferation of fake news?", "Do you 

consider yourself susceptible to fake news as 

a student?") were asked to identify what role 

students play in this problem and whether 

there is a possibility that they may have 

contributed to the spread of fake news. Thus, 

67% say they do not consciously contribute, 

but when asked the next question, 63% do not 

deny the possibility of doing so.  

The fourth question aimed to identify the 

sources that spread fake news. The majority 

voted that social networks such as Facebook, 

Twitter or Instagram are the main means of 

spreading fake news. 

Questions 5, 6 and 7 sought the contribution 
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of social networks to the proliferation of fake 

news and truthful news. 97% of respondents 

confirmed that they had encountered fake 

news on social media, with Facebook being 

considered the biggest emitter of fake news 

and the most suitable platform for promoting 

news. 

According to the responses, 49% of students 

do not share articles on social media by title 

alone because they give limited trust to the 

content that circulates online, an idea also 

supported by the fact that only one person 

gave the highest score to the degree of trust 

that they have in mass media. 

As far as corrective methods are concerned, 

the students' opinion was similar, with the 

majority agreeing that monitoring and 

controlling the news are important factors in 

preventing the spread of misinformation. 

Students also specified different methods to 

remediate low trust in the media: 

• "There should be penalties for spreading 

false information"; 

• "Increasing media civic spirit"; 

• "Rigorous control of information"; 

• "The sources from which the news were 

taken should always be specified". 

When asked "Do you think technology and 

social media have made you a more informed 

person?", 56 of those surveyed said they had 

become more informed, but doubted the 

veracity of the information they had obtained. 

8 people stated that they are more informed 

because of the news they read, 15 stated that 

they are not able to trust what they read and 

only 10 people stated that they are more 

informed because they question everything 

they read, being selective with the information 

they choose to believe. 

Respondents' academic background 

demonstrated that the way they evaluated 

information was positively influenced by the 

teachers they interacted with during their 

university studies. 

Verification of websites was recognized by 

69% as a factor ensuring veracity. Another 

factor in ensuring the veracity of information 

is verifying information via a specialized 

website, but 77% of people indicated that they 

had not been put in the situation to use it, an 

idea supported by the 79 responses associated 

with question 18: "I have never visited a 

website to verify the veracity of information". 

Regarding the significance of the 

characteristics of an information source, 

adherence to grammatical rules was rated as 

the most important characteristic, followed by 

the name of the publication in which the 

information appears, the relevance of the 

information according to the respondent's 

need, the URL from which the information is 

retrieved, the completeness of the information 

and the objectivity of the informational 

content.  

The survey shows that students acknowledge 

trusted sources of information, with the 

majority agreeing that Forbes is the most 

trusted source of information. 

In terms of the factors used by respondents to 

identify the accuracy of information, the most 

respondents said that students always question 

whether the information they receive on the 

Internet is correct. Of the other options used 

to verify the information sources, the name of 

the publisher or the opinion of a trusted person 

are the methods used by the vast majority. 

When asked about the notion of deep fake, 78 

people confirmed that they had encountered 

deep fake videos, 10 did not know whether 

some videos they had watched in the past were 

classified as deep fake and 12 said they had 

never encountered such content. 

In order to identify the effects of fake news on 

students during the pandemic and post-

pandemic period, question 24 was asked. 

Most respondents attested that the fake news 

spread during the COVID-19 pandemic 

affected their emotional state, with cases 

where fake news hindered their ability to learn 

about prevention methods, affected their 

health or simply had no effect on the students 

who responded to this questionnaire. 

To emphasize the physical or emotional 

damage that can be caused by the proliferation 

of fake news in a political and social context, 

question 25 was asked to which the most 

responses recorded were "It has affected my 

emotional state because of the fake events that 

have been reported" and "It has affected my 

ability to realize the seriousness of the 
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situation". 

The questionnaire intended for the case study 

was filled in by people attending bachelor's 

(78%) and master's (22%) degrees, aged 

between 18-24 years (79%) and 25-34 years 

(21%), with a predominance of female 

respondents, (79%) mainly from urban areas 

(67%). 

 

 

9 Conclusions 

In conclusion, the study conducted on 

students at the "Alexandru Ioan Cuza" 

University of Iași revealed the behaviors of 

searching for truthful information and the 

ability to determine the reliability and 

credibility of news. At the same time, it was 

investigated the students' predisposition to 

distribute erroneous information through mass 

media, particularly social networks. 
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